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Abstract—In this paper, we investigate the energy efficiency of
downlink transmissions in heterogeneous networks. Our objective
is to satisfy the rate requirement of users while maximizing the
energy efficiency of the network. We employ the fractional fre-
quency reuse (FFR) scheme to increase the energy efficiency of
downlink transmissions and to eliminate outages for the cell-edge
users. We formulate the joint cell-center boundary selection for
FFR, scheduling, and power allocation problems. This formula-
tion gives us a mixed discrete (selection of the cell-center boundary
selection for FFR and scheduling) and continuous (power alloca-
tion) optimization problem which is hard to solve jointly. In order
to solve this problem, we propose a three-stage resource allocation
algorithm. In the first stage, we propose a dynamic method to deter-
mine the cell-center region boundaries. In the second stage, we em-
ploy the Lagrangian-directed scheduler algorithm to incorporate
the rate requirements of users. The third stage solves the power
allocation subproblem using the Levenberg–Marquardt method
combined with dual decomposition. In order to make the base
stations further reduce intercell interference, interference pricing
mechanism is applied. This scheme penalizes the utility of a base
station with the interference it creates. The performance of the
proposed algorithm is simulated in a long-term evolution (LTE)
network simulation tool. Our numerical results reveal that signif-
icant gains in terms of energy efficiency can be achieved with the
proposed algorithm. The outage probability is also significantly
reduced.

Index Terms—Energy efficiency, heterogeneous cellular net-
works, Levenberg–Marquardt algorithm, long term evolution
(LTE), power control, resource allocation, scheduling.

I. INTRODUCTION

W ITH the proliferation of the mobile devices, such as
smart phones, tablets, and laptops, ubiquitous, fast, and

reliable wireless connections are needed. A recent study in [1]
estimates that the number of mobile devices will reach 11.6 bil-
lion by 2020. According to the same source, this will be accom-
panied by an increase in mobile data traffic volume reaching
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a compounded annual growth rate of 53% between 2015 and
2020. Motivated by the financial and ecological concerns, net-
work operators are pursuing energy-efficient solutions to keep
their energy consumption at reasonable levels while satisfying
this demand. These solutions have been studied in the literature
under the general description “Green Communications,” see,
e.g., [2] and the references therein.

Resource allocation problem is an important research area
in the field of game theory with wide applications in wireless
communication networks, see, e.g., [3]–[8]. This problem arises
when multiple agents or players with conflicting interests com-
pete for the same resources. For example, resource allocation
in heterogeneous networks (HetNets) reflects a case such that
while each base station tries to maximize its utility by increasing
its transmit power, this creates an excessive interference in the
system for the neighboring cells. In this paper, we employ inter-
ference pricing, which is introduced in [4]–[6]. Each base station
is penalized according to the interference it creates. The penalty
factor increases if the interference leads to outage of users in
other sectors. The pricing algorithm defines the utility as the
energy efficiency of a sector minus the created interference to
other sectors. This makes macrocell base stations (MBSs) de-
crease their transmission power, and the energy efficiency of the
network is further improved. In addition, due to the drop of the
interference level, the outage probability of users decreases.

Energy-efficient wireless networks have been widely inves-
tigated in the literature, see, e.g., [9]–[18] and the references
therein. In [9], Xiong et al. formulate energy efficiency func-
tion with predetermined weights to user rates and propose three
resource allocation algorithms: optimal, near optimal, and sub-
optimal. A suboptimal resource allocation algorithm is proposed
in [10] in which each user is first assigned with one subcarrier
and then the rest of the resources are assigned to minimize the
power consumption. They show that energy efficiency func-
tion is quasi-concave for given subcarrier assignment. Then, the
multilevel water-filling algorithm is used for power allocation.
The scheduling problem in a single-cell network is transformed
into a fractional program in [11]. The water-filling algorithm
is used for power allocation. In [12], an energy-efficient water-
filling algorithm is proposed. Energy-per-goodbit metric is de-
fined for the optimization problem. However, all of these works
investigate the problem in single-cell single-tier networks. The
proposed algorithm in this paper investigates resource alloca-
tion problem in multicell multitier networks. The following
works investigate the energy-efficient wireless networks in mul-
ticell networks. An iterative energy-efficient link adaptation
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framework is presented in [13]. This paper considers the cir-
cuit power and transmit power jointly to determine the optimal
solution that maximizes the energy efficiency in a noncoopera-
tive manner. A similar link adaptation algorithm that considers
interference to determine the transmit power levels is proposed
in [14]. In [15], the energy-efficient resource allocation in an
OFDMA network has been investigates. It is shown that the max-
imum energy efficiency and spectral efficiency are achieved at
the same point for the low-power regime. In [16], Venturino et al.
show that energy efficiency maximization problem is equivalent
to spectral efficiency maximization problem for small values of
transmission power. However, rate requirements of users are not
considered in [16]. In [13]–[16], universal frequency reuse (FR)
has been employed and HetNet deployments have not been con-
sidered. Contrary to these works, in what follows, we present an
algorithm that determines the MBS and picocell transmit power
levels together in networks with fractional FR (FFR).

Several interference cancellation and mitigation techniques
have been investigated in the literature, such as FFR, oppor-
tunistic scheduling, and almost blank subframes [19], [20]. In
next-generation networks, such as long-term evolution (LTE)
and 5G, FFR has been identified as an efficient, and at the same
time, a low-complexity method to mitigate intercell interfer-
ence [21]. Although the FFR scheme has been mostly studied in
the literature for single-layer networks, see, e.g., [22] and [23],
its performance has not been investigated to its full potential
in multitier networks. Recently, energy efficiency of heteroge-
neous cloud radio access networks is investigated in [24], and
the soft-FFR method is employed to mitigate the interference
between the high and low power nodes. It has been shown that
heterogeneous cloud radio networks provide significant perfor-
mance gain over both HetNets and cloud networks. In [25], Huq
et al. propose an energy-efficient resource scheduling algorithm
for heterogeneous coordinated multi-point transmissions. The
proposed algorithm in [25] converges quickly which is crucial
in practical wireless systems. A novel multitier FFR scheme
has been proposed in [26] and [27], which have investigated its
throughput and outage probability in [26] and its spectral effi-
ciency in [27] for constant cell-center boundaries. In this paper,
we will also employ the same FFR scheme, but with dynamic
cell-center boundaries to maximize the energy efficiency.

The problems of energy efficiency maximization and satis-
fying rate constraints do not always coincide. On the contrary,
these problems usually contradict with each other. In order to
satisfy rate requirements of users, base stations may need to in-
crease their transmission power to energy-inefficient levels. In
the literature, these two problems are studied in [13], [18], and
[12]. However, none of these works considers intercell interfer-
ence conditions that increase the complexity of the problem. In
this paper, we address this problem in a multicell environment
in which the intercell interference is very critical.

The contributions of this paper are as follows. We study en-
ergy efficiency maximization of HetNets with rate constraints
using the FFR scheme and propose a dynamic algorithm to se-
lect cell-center radius, assign frequency resources, and solve the
power allocation problem. First, a dynamic method is proposed
to determine cell-center radius. Second, frequency resources
are assigned to users considering the interference conditions

Fig. 1. Dynamic cell-center region boundaries and spectrum assignments in
a multitier FFR scheme. The network layout assumes a uniform 19 cell hexag-
onal grid in which the MBSs have three sector antennas and pico-BSs employ
omnidirectional antennas.

and user rate requirements. As the majority of the network traf-
fic is generated indoors [28], the first stage is typically solved at
a large time scale. However, in this paper, we combine the first
and second stage and solve cell-center radius selection problem
in small scale. Last, a Levenberg–Marquardt method-based ap-
proach is implemented to solve the power allocation problem.
Dual decomposition techniques are used for minimum rate con-
straints of users. This reactive approach helps us further improve
the energy efficiency and satisfy the rate requirements of users.
Note that the third stage is updated more frequently at a smaller
time scale. We have previously proposed a gradient ascent based
power allocation method to solve the energy efficiency maxi-
mization problem without considering rate constraints of users,
constant cell-center boundaries, and constant frequency assign-
ments in [29]. In this paper, we propose a Levenberg–Marquardt
method-based approach to extend the framework to consider
Quality-of-Service constraints and to increase the speed of
convergence.

The remainder of this paper is organized as follows. Section II
introduces the system model and base station power consump-
tion models. Section III formulates the energy-efficient resource
allocation problem in HetNets. The proposed solution methods
are presented in Section IV. Simulation results are presented
to evaluate the performance gains in Section V and concluding
remarks are presented in Section VI.

II. SYSTEM MODEL

In this section, we first present the system model and the
multitier FFR scheme. We then study a linearized base station
power consumption model that will be used later to formulate
the energy-efficient resource allocation problem in Section III.

Consider a cellular layout of 19 hexagonal cells, as depicted
in Fig. 1. As is commonly done in the literature, we will use this
layout together with the wrap-around technique, e.g., [29] and
[30], to model a cellular network of infinite dimensions. Assume
that macrocells employ three-sector antennas and picocell base
stations (pico-BSs) have omnidirectional antennas. Spectrum
allocation in the macrocell and picocell tiers is fundamental to
determine the interference conditions and user rates at each tier.
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In densely deployed networks, intercell interference becomes
a significant problem, limiting the system performance. The
FFR scheme provides a solution by assigning the frequency
resources in a coordinated manner such that high interference
conditions are avoided. In this paper, we employ the FFR
scheme depicted in Fig. 1. We refer to the macrocell-associated
users as MUEs and picocell-associated users as PUEs. The
MUEs can be categorized into cell-center and cell-edge users
depending on factors, such as their received reference power,
path loss, or traffic load within the sector [29]. In this process,
the variable rth,s determines the cell-center region boundary
of sector s. In Section IV-A, we elaborate the selection process
of rth,s in detail. In terms of spectrum allocation, the MBSs
can allocate subcarriers in subband A to their cell-center users,
whereas the cell-edge MUEs are assigned to either one of the
remaining three subbands. For example, in Sector 1, subbandB
is allocated to the cell-edge users. Pico-BSs in the cell-center
region are assigned to orthogonal channels with respect to the
subbands that MBS operates at. This is to reduce the cross-tier
interference as the cell-center pico-BSs are close to the MBS.
For example, cell-center pico-BSs operate at subbands C
and D. Note that, in a typical LTE deployment, the MBSs
and pico-BSs have around 16 dB transmit power difference
[31]. This would have detrimental effects for the cell-center
PUEs in the downlink if they were not assigned to orthogonal
channels with the MBS. For the cell-edge pico-BSs, subband A
can also be reused in order to increase the throughput. For
example, cell-edge pico-BSs operate at subbands A, C, and
D in Sector 1. Note that the multitier FFR scheme depicted
in Fig. 1 favors the cell-center PUEs and cell-edge MUEs that
would have been exposed to severe interference if, for example,
universal FR had been employed. This also enables operation
at a lower interference region such that the energy efficiency
of the downlink transmissions can be significantly increased.
This fact is demonstrated later in Section V through numerical
simulations. We test our findings in an LTE scenario. In LTE,
the smallest scheduling granularity is per resource block (RB)
in which an RB consists of 12 subcarriers [31].

In this paper, we employ constant power allocation across
subbands. LetNA ,NB ,NC , andND denote the total number of
subcarriers in subbands A, B, C, and D, respectively. The total
number of subcarriers is denoted by N , i.e., N = NA +NB +
NC +ND . We introduce two variables, ε and β, to determine
transmission power levels of base stations. The parameter ε
denotes the ratio of the downlink transmissions of cell-edge
MUEs to cell-center MUEs. This parameter is introduced to
favor either cell-center or cell-edge users that do not satisfy their
minimum rate requirements. This parameter is only defined for
the MBSs. The variable β scales the transmission power of the
base stations. This parameter introduces energy savings into
the system. The corresponding spectrum and power utilization
scheme is illustrated in Fig. 2. The downlink transmission per
subcarrier of an MBSM for cell-center MUEs in Sector 1, PM ,
is given by

PM =
βsPmax,M

NA + εNB
(1)

Fig. 2. Illustration of the proposed spectrum and power utilization of an MBS
and a cell-edge pico-BSs in Sector 1 with the multitier FFR scheme.

where Pmax,M is the maximum transmit power of an MBS.
Similarly, for the cell-edge MUEs, the MBS transmit power
per subcarrier is εPM . It is straightforward to obtain the ex-
pressions for Sectors 2 and 3 by replacing NB with NC and
ND , respectively. In the picocell tier, the downlink transmission
across subcarriers is also considered to be constant. For exam-
ple, the transmit power per subcarrier of a pico-BS P , PP , in
Sector 1 can be expressed as

PC
P =

βP Pmax,P

NC +ND
and PE

P =
βP Pmax,P

NA +NC +ND
(2)

wherePC
P andPE

P denote the transmit power of a cell-center and
a cell-edge pico-BS per subcarrier, respectively. The maximum
transmit power of a pico-BS is represented byPmax,P . For pico-
BSs in Sectors 2 and 3, a similar expression can be obtained by
simply replacing the values of NC and ND with the respective
subband values.

Let sector s consists of Ks active users, and KM,s and KP,s

denote the sets of MUEs and sets of PUEs, respectively. Let k
be the index of user and n be the index of the subcarrier. The
vector CM,s consists of binary variables denoting whether or
not MUE is in the cell-center region, i.e., Ck

M ,s = 1 if MUE
k is located in the cell center region and Ck

M ,s = 0 otherwise,
where Ck

M ,s is the kth entry of the vector CM,s . Likewise, the
vector CP,s consists of binary variables Ck

P,s ∈ {0, 1} denoting
whether or not PUE is in the cell-center region. The matrix
FM,s is |KM,s | ×N and its (n, k)th element denotes whether
or not the subcarrier is assigned to MUE by a value of 1 or
0, respectively. The matrix F P,s is |KP,s | ×N and its (n, k)th
element denotes whether or not the subcarrier is assigned to
PUE by a value of 1 or 0, respectively. The matrices R1 and R2

are N × |KM,s |, and the matrices R3 and R4 are N × |KP,s |.
The (n, k)th element of R1 and R2 is the throughput of MUE k
on subcarrier n when the user k is located in the cell-center and
cell-edge regions, respectively. Likewise, the (n, k)th element
of R3 and R4 denotes the throughput of PUE k on subcarrier
n when the user k is located in the cell-center and cell-edge
regions, respectively. The aggregate throughput of a sector s
can be expressed as

Rs =
∑

k∈KM , s

(Ck
M ,sF

(k,:)
M,s R

(:,k)
1 + (1 − Ck

M ,s)F
(k,:)
M,s R

(:,k)
2 )

+
∑

k∈KP , s

(Ck
P,sF

(k,:)
P,s R

(:,k)
3 + (1 − Ck

P,s)F
(k,:)
P,s R

(:,k)
4 ).

(3)
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Note that X(n,:) corresponds to the nth row vector of the matrix
X . Likewise, X(:,k) is the kth column vector of the matrix
X . Depending on the associated tier, region, and subband, the
throughput terms in (3) can be expanded using the definitions
in (1) and (2) as

R
(n,k)
1 = Δn log2

(
1 +

PM g
(n)
k,M

I
(k,n)
1 +N0Δn

)
,

R
(n,k)
2 = Δn log2

(
1 +

εsPM g
(n)
k,M

I
(k,n)
2 +N0Δn

)
,

R
(n,k)
3 = Δn log2

(
1 +

PC
P g

(n)
k,P

I
(k,n)
3 +N0Δn

)
,

R
(n,k)
4 = Δn log2

(
1 +

PE
P g

(n)
k,P

I
(k,n)
4 +N0Δn

)
(4)

where X(n,k) is the entry on the nth row and kth column of the
matrix X . The channel gain between user k and MBS M and
between user k and pico-BS P on subcarrier n are denoted by
g

(n)
k,M and g(n)

k,P , respectively. The interference incurred by user k

on subcarrier n is denoted by I(n,k)
j in (4), where j = 1, 2, 3, 4.

The value of I(n,k)
j can be calculated as follows:

I
(n,k)
j =
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑
M ′ �=M
M ′∈B(n )

M

P
(n)
M ′ g

(n)
k,M ′ +

∑
P ∈B(n )

P

P
(n)
P g

(n)
k,P for j = 1, 2

∑
M ′∈B(n )

M

p
(n)
M ′ g

(n)
k,M ′ +

∑
P ′ �=P
P ′∈B(n )

P

P
(n)
P ′ g

(n)
k,P ′ for j = 3, 4

(5)

where B(n)
M and B(n)

P denote the sets of MBSs and pico-BSs that
transmit on subcarrier n, respectively. The sets of interfering
MBSs and pico-BSs differ based on the sector, associated tier,
and whether the UE is in the cell-center or cell-edge region. The
transmit power of an MBS M and a pico-BS P are represented
by p(n)

M and p(n)
P , respectively. Likewise, these power levels de-

pend on the sector and transmission band. The thermal noise
power per Hz and bandwidth of a subcarrier are represented by
N0 and Δn , respectively, Δn = 15 kHz for LTE systems [31].
Notice that for the cell-edge PUEs that are assigned to Band A,
the interference term in R

(n,k)
4 includes the intrasector interfer-

ence contributions from the MBS M to a cell-edge PUE k in
the same sector, that is PM g

(n)
k,m . Including these terms enables

us to balance the cross-tier interference while maximizing the
sector energy efficiency. In [32] an extensive survey on resource
allocation methods with cooperating BSs has been presented.
Our paper, in particular, can be categorized as a case where base
stations share their channel state information (CSI), which are
obtained through feedback channels, to coordinate their power
and scheduling assignments among cooperating cells. In this pa-
per, we assume that there exists backhaul capacity to exchange
CSI information among base stations.

Several base station power consumption models are proposed
in the literature, see, e.g., [33]–[37]. In [33], Holtkamp et al. pro-
vide a parameterized power model that especially considers the
effects of transmission bandwidth and number of transmission
chains. In [34] and [35], the circuit power consumption is de-
fined as a function of sum rate. In [36], the power consumption
of base station is defined as a summation of the transmit power
dependent power consumption and static power consumption.
In [37], Isheden and Fettweis propose a power model for vari-
ous types of base stations and the individual contributions of the
different equipments, such as the baseband unit, radio frequency
transceiver, power amplifier, power supply unit, and cooling de-
vices, are considered for total power consumption. This model
also captures the power consumption during the sleep mode,
which is very crucial for next-generation networks [2]. In this
paper, base stations go into sleep mode when they are not serv-
ing any user. Therefore, we employ the model in [37] in this
paper. The power consumption at MBS M is given by

PMBS,M =

{
NT RX
M (P0,M + ΔM βsPmax,M ) , if 0 < β ≤ 1,

NT RX
M Psleep,M , if β = 0

(6)

where PMBS,M and PT X
M are the total power consumption at an

MBS and RF transmit power, respectively.NT RX
M is the number

of transceiver chains and P0,M is the power consumption at the
minimum nonzero output power at an MBS. The slope of the
load-dependent power consumption at an MBS is denoted by
ΔM . When an MBS does not transmit, it is considered to be
in the sleep mode and its power consumption is captured in
Psleep,M . In this model, the total power consumption depends
on the transmit power or the load. Therefore, it is referred to as
the load-dependent power consumption model [37]. Similarly,
the power consumption of pico-BS P is given by

PPBS,P =
{
NT RX
P

(
P0,P + ΔP βP P

T X
P

)
, if 0 < PT X

P ≤ Pmax
P ,

NT RX
P Psleep,P , if PT X

P = 0
(7)

where PPBS,P , P0,P , Psleep,P , and PT X
P denote the total power

consumption, power consumption at the minimum nonzero out-
put power, power consumption in sleep mode, and RF transmit
power at pico-BS P , respectively. The number of transceiver
chains at the pico-BSs is denoted by NT RX,P . The slope of the
load-dependent power consumption at pico-BS is denoted by
ΔP . In Table I, we present the values of the linearized power
consumption model parameters for MBSs and pico-BSs. Using
(6) and (7), the power consumed in sector s can be expressed as

ψs(βs,βP,s) = PMBS +
∑

P ∈BP , s
PPBS,P (8)

where βP,s is the vector of all β parameters of all pico-BSs in
sector s. The set of pico-BSs in sector s is denoted by BP,s .

Using the aggregate throughput and power consumption ex-
pressions in (3) and (8), the energy efficiency of sector s, in
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TABLE I
SIMULATION PARAMETERS

Parameter Setting

Channel bandwidth 10 MHz
Total number of RBs 50 RBs
Freq. selective channel model (CM) Extended Typical Urban CM
UE to MBS PL model 128.1 + 37.6 log10(d)
UE to pico-BS PL model 140.7 + 36.7 log10(d)
Effective thermal noise power, N0 −174 dBm/Hz
UE noise figures 9 dB
MBS and pico-BS antenna gain 14 dBi and 5 dBi
UE antenna gain 0 dBi
Antenna horizontal pattern, A(θ) −min(12(θ/θ3 dB)2, Am )
Am and θ3 dB 20 dB and 70◦

Penetration loss 20 dB
Macrocell and picocell shadowing 8 dB and 10 dB
Inter-site distance 500 m
Minimum MBS to user distance 50 m
Minimum pico-BS to user distance 10 m
Minimum pico-BS to MBS distance 75 m
Minimum pico-BS to pico-BS distance 40 m
Traffic model Full buffer
Power consumption parameters MBS: (130 W, 75 W, 46 dBm, 4.7)
(P0, P s l e e p , Pm a x , Δ ) Pico-BS: (56 W, 39 W, 30 dBm, 2.6)

bits/Joule, is defined as

ηs(εs, βs,βP,s) =
Rs

ψs(βs,βP,s)
. (9)

Note that the MBS transmissions on Band A determine the
cross-tier interference for the cell-edge PUEs in the same sector
as well as the intercell interference. However, as the downlink
transmissions of the MBS and cell-center pico-BSs in the same
sector are orthogonal, the MBS transmissions do not affect the
throughput of cell-center PUEs in the same sector. In the follow-
ing section, we formulate the energy efficiency maximization
problem.

III. JOINT ENERGY-EFFICIENT RESOURCE

ALLOCATION PROBLEM

In this section, we develop the framework for a utility-based
resource allocation algorithm in which the objective is to maxi-
mize the energy efficiency while satisfying the rate requirement
of users. The energy efficiency maximization problem can be
formulated as

max
x,βP ,C ,F

∑

s∈S
ηs(xs ,βP,s)

s.t. Ck
M ,sF

(k,:)
M,s R

(:,k)
1 + (1 − Ck

M ,s)F
(k,:)
M,s R

(:,k)
2 ≥ Rmin,k ,

(10a)

for all k ∈ KM,s , s ∈ S
Ck
P,sF

(k,:)
P,s R

(:,k)
3 + (1 − Ck

P,s)F
(k,:)
P,s R

(:,k)
4 ≥ Rmin,k ,

for all k ∈ KP,s , s ∈ S (10b)

∑

k∈KM , s Ck
M , s =1

F
(k,n)
M,s = 1 and

∑

k∈KM , s Ck
M , s =0

F
(k,n)
M,s = 0

(10c)

for all n ∈ NC
M,s , s ∈ S

∑

k∈KM , s Ck
M , s =0

F
(k,n)
M,s = 1 and

∑

k∈KM , s Ck
M , s =1

F
(k,n)
M,s = 0

(10d)

for all n ∈ NE
M,s , s ∈ S

∑

k∈KM , s

F
(k,n)
M,s = 0 for all n /∈ NC

M,s ∪NE
M,s , s ∈ S (10e)

∑

k∈Kp
P , s Ck

P , s =1

F
(k,n)
P,s = 1 and

∑

k∈Kp
P , s Ck

P , s =0

F
(k,n)
P,s = 0 (10f)

for all n ∈ NC
P,s , s ∈ S

∑

k∈Kp
P , s Ck

P , s =0

F
(k,n)
P,s = 1

∑

k∈Kp
P , s Ck

P , s =1

F
(k,n)
P,s = 0 (10g)

for all n ∈ NE
P,s , s ∈ S

∑

k∈Kp
P , s

F
(k,n)
P,s = 0 for all n /∈ NC

P,s ∪NE
P,s , s ∈ S (10h)

ε 	 0 and 0 
 β 
 1 (10i)

0 
 βP 
 1 (10j)

whereRmin,k is the minimum rate constraint of user k. The sets
of subcarriers assigned to cell-center and cell-edge regions of
MBSM in sector s are denoted byNC

M,s andNE
M,s , respectively.

Likewise, the sets of subcarriers assigned to cell-center and cell-
edge regions of pico-BSs in sector s are denoted by NC

P,s and
NE
P,s , respectively. The set of sectors in the simulations area is

S. The set of PUEs that are associated with pico-BS P in sector
s is denoted by Kp

P,s . The vectors ε and β consist of εs and βs
for all sectors in the network. The vector βP consists of βP,s

that denotes the power control variable for each pico-BSs in the
sector s. The notation ε 	 0 means that each element of ε is
greater than or equal to 0. Throughout the rest of the paper, the
vector xs will be used for the (εs, βs) couple and the vector
x will be used for the vector couple (ε,β). Constraints (10a)
and (10b) ensure that minimum rate constraints of users are
satisfied. Constraints (10c) and (10d) guarantee that cell-center
MBS resources assigned to cell-center MUEs and cell-edge
MBS resources are assigned to cell-edge MUEs, respectively.
Constraint (10e) ensures that MBSs do not assign any resources
that are not available to themselves. Constraints (10f) and (10g)
guarantee that cell-center pico-BS resources assigned to cell-
center PUEs and cell-edge pico-BS resources assigned to cell-
edge PUEs, respectively. Constraint (10h) ensures that pico-BSs
do not assign any resources that are not available to themselves.
Constraints (10i) and (10j) state that parameters ε, β, and βP,s

are within the given limits.
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This resource allocation problem needs to be jointly solved
over the cell-center radius, frequency, and power domains to ob-
tain the optimum solution. The problem is combinatorial over
the first two domains and is nonconvex over the power allocation
domain [38], [39]. Therefore, obtaining the global solution to
this problem requires an exhaustive search that is fairly imprac-
tical. For the power allocation problem, we have showed in [29]
that for the same cell-center radius and frequency domain alloca-
tion, the energy efficiency function of a sector is quasi-concave
over the power levels when the interference conditions are con-
stant. To benefit from this property in the following section, we
propose a three-stage algorithm in which the joint problem is
divided into separate domains.

IV. PROPOSED SOLUTION

Our formulation in (10) enables us to develop an energy-
efficient resource allocation algorithm. Similar resource allo-
cation algorithms have been studied in the literature, see, e.g.,
[13], [14], and of [3, Ch. 3]. In our proposed algorithm, we de-
couple the main problem into three subproblems. First, we start
by selecting three candidate cell-center boundaries such that
the cell-center and cell-edge MUEs are selected and the corre-
sponding information is sent to the pico-BSs, identifying their
regions and subbands. Second, we solve the frequency alloca-
tion problem for all candidate cell-center boundaries. Note that,
the power control parameters that are obtained during the last
time instant is used to calculate the Lagrangian function in this
process. Then, among these candidate cell-center boundaries,
the one that maximizes the Lagrangian function is selected.
Last, we calculate the power control parameters for MBS and
pico-BSs, consecutively. After each sector solves its power allo-
cation subproblem, the interference prices and power levels are
distributed among the network. By using this information, each
sector first resets the cell-center radius, resolves the frequency
allocation, and finally recalculates the power levels. The pro-
posed algorithm is presented under the heading Algorithm 1. In
the sequel, we discuss each stage of the proposed algorithm in
detail.

A. Cell-Center Region Boundaries

The first stage of the proposed algorithm determines the cell-
center region boundary of each sector. It is described in [27]
that over 10% throughput improvement can be achieved by
proper selection of the constant cell-center region boundaries.
Further improvements can be obtained by selecting the bound-
aries dynamically in each sector. For single-layer networks, the
cell-center boundary categorizes its users into the cell-center
and cell-edge MUEs. MUEs can typically be distinguished into
cell-center and cell-edge users based on the reference signal
received power (RSRP) or reference signal received quality
(RSRQ) measurements fed back from UEs to MBSs. The RSRP
signal indicates the path loss between the serving base station
and users, whereas the RSRQ measurement gives the ratio of
the reference signal to the interference. Since it is described in
[40] that the performance of both schemes are similar, in this
paper, we also distinguish users into cell-center and cell-edge
users based on the RSRP measurements. If the RSRP of a user

Algorithm 1: Proposed Energy-Efficient Resource
Allocation Algorithm.

1: Initialize: r(0,c)
th,s = rr,s/2 (ε(0)

s , β0
s ,β

(0)
P,s) = [1, 1,1]

2: r(t,c)
th,s = r

(t−1,c)
th,s

3: Stage 1: Each sector determines r(t,c−1)
th,s and r(t,c+1)

th,s by
using the cell-center radius selection algorithm in
Section IV-A.

4: for n := −1 to 1 do
5: Stage 2: For cell-center radius, r(t,c+n)

th,s , the
frequency assignment algorithm is solved by using the
algorithm in Section IV-B.

6: L(n)
s which is described in Section IV-C is

calculated for the given frequency assignment.
7: Note that dual variables and power control

parameters in previous time instant are used during the
Lagrangian function calculation.

8: end for
9: The cell-center radius and the frequency assignments

that maximize the Lagrangian function are selected.
10: Stage 3: For this cell-center radius and frequency

assignment, the power control parameters are
determined by the proposed power control algorithm
in Section IV-C.

11: Go to Step 2 and repeat.

is higher than a threshold, it is considered to be in the cell-center
region, and vice versa.

For two-tier networks, the cell-center boundary also deter-
mines the available RBs for each pico-BS. For example, con-
sider the multitier FFR scheme depicted in Fig. 1. If a pico-BS
is located in the cell-center region, the number of available RBs
for this pico-BS reduces. This frequency allocation alleviates
the cross-tier interference between the cell-center MUEs and
cell-edge PUEs. On the other hand, if a pico-BS is located in
the cell-edge region, all subbands, except the subband that is
used by cell-edge MUEs, are available to this pico-BS. There-
fore, when a pico-BS is located in the cell-center region, the
available RBs and correspondingly the total throughput of the
pico-BS significantly decreases.

In two-tier networks, due to the high power difference of the
reference signal between the MBSs and pico-BSs, PUEs are typ-
ically located close to the pico-BS [41]. For this reason, PUEs
typically have low path loss values, or equivalently, high chan-
nel gains to their serving pico-BSs. When the number of sub-
bands available to the pico-BS is decreased, it can be expected
that the total throughput of PUEs will be reduced. However,
due to the reduction in the cross-tier interference, the signal-to-
interference-plus-noise ratio of the cell-center MUEs increases
subsequently. In [29], we proposed two different cell-center se-
lection algorithms. The first algorithm (CSSA2) is proposed to
maximize the throughput and the energy efficiency of the net-
work at the cost of fairness. On the other hand, the second one
(CSSA3) maximizes fairness among users at the cost of through-
put. In CSSA2, the MUE that is closest to the MBS is selected
to be in the cell-center region, while the rest of the MUEs are
in the cell-edge region. This algorithm achieves higher energy
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efficiency and throughput while it leads to the starvation of some
users, due to the lack of resources for cell-edge users. There is
even the possibility of some users not getting any resources when
the network is crowded. On the other hand, CSSA3 achieves sig-
nificantly higher fairness by sacrificing the energy efficiency of
the network. We will evaluate the performance of CSSA2 and
CSSA3 in Section V. To benefit the advantage of both algo-
rithms, we propose a new cell-center radius selection method
(CSSA1) that dynamically updates the radius. In heterogeneous
networks, shifting the cell-center radius is only effective if the
new radius changes the region of an MUE or a pico-BS. Other-
wise, the change will be useless. Therefore, CSSA1 compares
the Lagrangian function of the previous cell-center radius with
two cell-center radii: one more MUE or pico-BS is included
in the cell-center region and one MUE or pico-BS is excluded
from the cell-center region. The MUE or pico-BS that is going
to be included in the cell-center region is the closest MUE or
pico-BS to the cell-center radius and located in the cell-edge
region for the previous cell-center radius. Likewise, the MUE
or pico-BS that is going to be excluded from the cell-center
region is the closest MUE or pico-BS to cell-center radius and
located in the cell-center region. Note that RSRP measurements
are used to determine the users or pico-BSs that are going to
change their region. In addition, only the region of one MUE
or pico-BS changes at each iteration. After that, CSSA1 selects
the cell-center radius that maximizes the Lagrangian function
among these three radii. In order to calculate the Lagrangian
function, the frequency assignment problem needs to be solved.
Therefore, the frequency assignment problem that is going to
be explained in Section IV-B has to be solved for all these three
radii. When the rate requirements of the users are small, CSSA1
shrinks the cell-center radius and improves the energy efficiency
of the network. On the other hand, when the rate requirements
of the users increase, a more fair cell-center radius selection
helps satisfy the rate requirements of users.

B. Frequency Assignment Problem

In the second stage of the problem, we determine the fre-
quency assignments. There are many scheduling methods dis-
cussed in the literature, see, e.g., [31], [42]. Each scheduler has
an efficiency and fairness tradeoff. In general, both of these
utilities cannot be increased at the same time. In the LTE ra-
dio protocol stack, scheduling is handled by the medium access
control layer [31]. The scheduler in each base station is respon-
sible from the distribution of frequency resources and this is
left to the network operator for implementation. Green schedul-
ing schemes have been surveyed in [42] and references therein.
These schemes can significantly improve energy efficiency of
the system and decrease the transmission powers. In this paper,
we propose a novel scheduling algorithm to satisfy the rate re-
quirements of users and to maximize the energy efficiency of the
sector. For fairness purposes, we first assign one RB to each user.
Then, the rest of the resources are assigned to users that provide
the highest improvement to the Lagrangian function which is de-
scribed in Section IV-C. When the rate requirements of the users
are not satisfied, the dual prices significantly decrease the value
of the Lagrangian function. Therefore, the proposed algorithm

favors those users that could not satisfy the rate requirement
with the current assignment. On the other hand, when the rate
requirements of all users are satisfied, the proposed algorithm
assigns RBs to the user that provides the highest increase to
the Lagrangian function. This user is usually the one who has
the best average channel gain among all users. We describe the
scheduler algorithm next.

1) Lagrangian-Directed Scheduler (LDS): In the LDS, RBs
are distributed among users to maximize the Lagrangian func-
tion. Note that, we run this algorithm twice in the MBSs, one
for the cell-center MUEs and one for the cell-edge users, due to
the fact that these users do not compete for the same RB sets.
In LTE standards, the smallest granularity is RB. Therefore, we
assign all subcarriers in one RB to one user during the schedul-
ing process. In the proposed scheduling algorithm, the scheduler
first assigns one RB to each user. The RB that has the best av-
erage channel gain among the available RBs is assigned to the
user. After that, if there are still unassigned RBs, the proposed
algorithm calculates the increase in the Lagrangian function for
an RB and this RB is assigned to the user that provides the
highest improvement to the Lagrangian function. This process
continues until all RBs are assigned to the users.

In Section V, we will compare the proposed LDS with the
equal bandwidth (EBW) scheduler and max–min fair (MMF)
scheduler whose descriptions are given below.

2) EBW Scheduler: The EBW scheduler distributes RBs
equally among users in the following manner. Assume that there
areK users andNRB RBs. These RBs are assigned to users such
that �NRB/K� + 1 RBs to Kh = mod (NRB ,K) users and
�NRB/K� RBs to Ki = K −Kh users.

3) MMF Scheduler: In the MMF scheduler, RBs are dis-
tributed among users to maximize the minimum throughput.
We adopt the scheduler that has been described in [43]. The pri-
mary difference between these two algorithms is the scheduler
granularity. The one described in [43] allocates subcarriers to
users, however, the smallest granularity in the LTE standard is
RB. Therefore, we need to adopt the algorithm given in [43] to
work at RB level. In the MMF scheduler, each user is assigned
the RB with the best average channel gain. We then remove this
user from the user set and the corresponding RB from the RB
set. This process continues until one of the sets is empty. If the
user set is empty first, then the users are sorted according to
their actual rates with current assignment. Then, the RB that has
the best channel is assigned to the first user and users are sorted
again according to updated rates. This process continues until
all RBs are assigned.

C. Power Control Problem

The third stage of the proposed solution determines the power
assignments such that the optimal power levels are assigned
to each subband in order to maximize the energy efficiency
and satisfy the rate requirements in the sector. Given the fre-
quency assignments from the previous stage, it remains to solve
this power control problem. As we discussed earlier, this prob-
lem is nonconvex over the power allocation subdomain and
the solution requires exhaustive search over all power control
parameters. However, we showed that energy efficiency function
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ηs(xs ,βP,s) is quasi-concave over the power control parame-
ters εs and βs in [29]. Therefore, when we divide the power
allocation problem into |S| subproblems such that each sector
maximizes its own energy efficiency while satisfying the rate
requirements of its users, where the number |S| corresponds to
the number of sectors in the network, each problem is quasi-
concave and has a unique maximum over the the power control
parameters εs and βs . In the maximization problem, the received
interference is assumed to be constant. In addition, the region
of the users in the sector and frequency assignment of the users
have to be determined before calculating the power levels. After
these steps, by using convex optimization techniques, the opti-
mal βs , εs , and βP,s that maximize the energy efficiency of the
sector s and satisfy the rate constraints of users can be obtained.

The pico-BSs are expected to become significantly dense to
meet the increasing rate demands [44]. Therefore, updating the
power control parameters of MBSs and all pico-BSs in the sec-
tor concurrently requires significant data exchange between base
stations. This may create congestion in the backhaul network.
In addition, this process requires significant computation time
and may not be obtained in real time especially in denser net-
works. Therefore, we split the power control problem into two
subproblems. In the first part of the algorithm, MBS determines
optimum βs and εs . During this process, the power control pa-
rameters of pico-BSs, βP,s , are assumed to be constant. In the
second part of the process, pico-BSs concurrently calculate their
power control parameters for the determined βs and εs in the
first part. Note that each pico-BS assumes that the transmission
power level of the other pico-BSs in the sector is not changing
during this process.

1) MBS Power Control Problem: In the first part, MBSs de-
termine the optimum power control parameters in each sector.
Due to the fact that each MBS tries to satisfy the rate requirement
of its users, the transmission power of the MBSs may increase
imprudently. This not only reduces the energy efficiency of the
network, but also augments the intercell interference and ele-
vates the outage probabilities of the users in the other sectors.
Therefore, we study a pricing mechanism to account for the in-
terference caused to the users associated with other base stations.
This pricing mechanism reduces the intercell interference by
giving incentives to MBSs for decreasing their transmit powers.

The pricing function penalizes the utility of an MBS based on
the interference it creates. If the interference leads to outage of
the users in other sector, the penalty factor increases. Let θs(xs)
denote the pricing function of sector s. The energy efficiency
maximization problem with pricing function per sector can be
formulated as

max
xs

ηs(xs ,βP,s) − θs(xs)

s.t. Ck
M ,sF

(k,:)
M,s R

(:,k)
1 + (1 − Ck

M ,s)F
(k,:)
M,s R

(:,k)
2 ≥ Rmin,k ,

for all k ∈ KM,s

Ck
P,sF

(k,:)
P,s R

(:,k)
3 + (1 − Ck

P,s)F
(k,:)
P,s R

(:,k)
4 ≥ Rmin,k ,

for all k ∈ KP,s

εs ≥ 0 and 0 ≤ βs ≤ 1. (11)

Several pricing functions have been proposed in the litera-
ture. For example, in [7] and [8], Saraydar et al. propose to
use θs(xs) = csβsP

max
M , where cs is a constant. The cost func-

tion proposed in [7] and [8] penalizes the utility of an MBS
with the total amount of power it transmits. In this paper, we
pursue an alternative approach and penalize the interference
that an MBS creates. This type of pricing function was first
proposed in [4]–[6]. In this approach, the pricing function is
defined as

θs(x) =
∑

n∈NM

p
(n)
M

∑

l �=k,l∈K(n )

∂ηs ′

∂p
(n)
M

(12)

where the transmit power of MBSM on subcarrier n is denoted
by p(n)

M . The set of subcarriers that MBSM allocates for the cell-
center and cell-edge regions is denoted by NM . Let K(n) denote
the set of users that are assigned to subcarrier n. Then, the set of
users that MBS m interferes on subcarrier n are represented by
l ∈ K(n) . Let a user l be in sector s′, then the energy efficiency
of the sector s′ is denoted by ηs ′ . The term ∂ηs ′/∂p

(n)
M denotes

the derivative of energy efficiency of sector s′ with respect to
the transmit power of MBS M of sector s. Thus, the penalty
function (12) characterizes the marginal change in the utility of
a neighboring sector s′ per unit power change in MBS M of
sector s. In addition, this approach prevents the base stations
to increase their transmission power to very high levels when
the minimum rate requirement of one or more of their users
cannot be satisfied without causing outage of the other users.
In LTE standards, the X2 interface provides a fast and reliable
backhaul link between base stations [31]. In this paper, we use
this interface for three reasons: First, pico-BSs send the CSI
for their users to MBS where these are processed. Second, the
CSI of users is distributed among MBSs. Third, for the pricing
method, the same interface distributes the interference prices
between MBSs. The Lagrangian of the problem in (11) can be
written as

L(xs ,βP,s ,λ, νs , τs , ρs) = ηs(xs ,βP,s) − θs(xs)

−
∑

k∈KM , s

λk,s

(
Rmin,k −

(
Ck
M ,sF

(k,:)
M,s R

(:,k)
1 + (1 − Ck

M ,s)

F
(k,:)
M,s R

(:,k)
2

))
−
∑

k∈KP , s

λk,s

(
Rmin,k −

(
Ck
P,sF

(k,:)
P,s R

(:,k)
3

+ (1 − Ck
P,s)F

(k,:)
P,s R

(:,k)
4

))
+ νsβs + τs(1 − βs) + ρsεs.

(13)

For simplicity, we will use Ls for L(xs ,βP,s ,λ, νs , τs , ρs)
throughout the rest of the paper.

Since the downlink transmissions of an MBS M in sector s,
p

(n)
M , are characterized by εs and βs , we need to adopt (12).

In addition, we need to include the effect of interference to the
rate constraints of users in other sectors. Therefore, the pricing
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function can be written as

θs(xs) = xTs
∑

s ′∈S
s ′ �= s

(
∇xs

ηs ′(xs ′ ,βP,s ′) +
∑

k∈KM , s ′

λk,s ′

(
Ck
M ,s ′F

(k,:)
M,s ′R

(:,k)
1 + (1 − Ck

M ,s ′)F
(k,:)
M,s ′R

(:,k)
2

)

+
∑

k∈KP , s ′

λk,s ′
(
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P,s ′F

(k,:)
P,s ′ R

(:,k)
3 + (1 − Ck

P,s ′)F
(k,:)
P,s ′ R

(:,k)
4

))
.

(14)

Hence, the pricing function in (14) reflects the marginal costs
of the variables ε and β.

For the solution, we will employ the Levenberg–Marquardt
method. The Levenberg–Marquardt method is a modification to
the Newton method. The Newton method premultiplies the gra-
dient ascent direction by the inverse of the Hessian matrix. The
motivation of the Newton method is to find a suitable direction
based on the quadratic approximation of a function, whereas
the gradient ascent method seeks to find a linear approxima-
tion of a function. Consider the Lagrangian function in (13). Its
quadratic approximation evaluated at y(l)

s = (ε(l)
s β

(l)
s )T can be

expressed as

g(y) = Ls + ∇LTs (y − y(l)
s ) +

1
2
(y − y(l)

s )T∇2Ls(y − y(l)
s ),

(15)

where ∇2Ls is the Hessian matrix of L evaluated at y(l)
s . Note

that we are going to use y(l)
s for (ε(l)

s β
(l)
s ) pair for the Newton

iteration l and the parameter x(t)
s will be used for the same pair

at time instant t. The parameter updates that maximize g(y) are
given by

y(l+1)
s = y(l)

s − μl(∇2L(l)
s )−1∇L(l)

s (16)

where the Newton search direction is dNl =
−(∇2L(l)

s )−1∇L(l)
s . In general, convergence of the New-

ton method is not guaranteed [45]. This is due to the fact that
the Hessian can be singular or the search direction, dNl , may not
even give an ascent direction. Therefore, even when the inverse
of the Hessian matrix exists, it does not necessarily imply that
L(l+1)
s is greater than L(l)

s . However, when the starting point
y(0)
s is close enough to the optimal y∗ such that ∇L(l)∗

s = 0
and ∇2L(l)∗

s is full rank, then the Newton method converges to
the optimal y∗ [45], [46]. In order to address the convergence
problem of the Newton method, several methods have been
proposed in the literature, see [45, Ch. 8] and [46, Ch. 5.2.4]. In
this paper, we employ the Levenberg–Marquardt method due to
its guarantee of convergence. With the Levenberg–Marquardt
method, the parameter updates are given by

y(l+1)
s = y(l)

s − μl(∇2L(l)
s − ξI)−1∇L(l)

s (17)

where dLMl = −(∇2L(l)
s − ξI)−1∇L(l)

s is the search direction

evaluated at y(l)
s and I is the identity matrix. The constant ξ

ensures all the eigenvalues of D = (∇2L(l)
s − ξI) are nega-

tive such that D is negative definite. It is called as the damp-

Algorithm 2: Proposed Power Control Algorithm with
Pricing.

1: % Each sector solves (11) by using the
Levenberg-Marquardt Method

2: for l := 1 to lmax do
3: if ωmax = max(eig(∇2

yL(l)
s )) < 0 then

4: ξ = 0.
5: else
6: ξ = ωmax + σ.
7: end if
8: dLMl = −(∇2L(l)

s − ξI)−1∇L(l)
s .

9: Update the power control parameters, y(l+1)
s , using

y(l+1)
s = y(l)

s + μldLMl ,

10: Update the Lagrange multiplier, λ
(l+1)
k,s for all

k ∈ KC
M,s and KE

M,s , using

λ
(l+1)
k,s =

[
λ

(l)
k,s + αk,s

(
Rmin,k − (Ck

M ,sF
(k,:)
M,s R

(:,k)
1

+(1 − Ck
M ,s)F

(k,:)
M,s R

(:,k)
2 )

)]+
.

11: if
∣∣∇LTs dLMl

∣∣ ≤ ε then
12: Break
13: end if
14: end for
15: x(t+1)

s = (1 − ζ)x(t)
s + ζy(l)

s

16: Price Update: Each user calculates interference prices
and feeds these values back to its base station.

17: Interference prices are distributed among base stations.

ing or the Levenberg–Marquardt parameter [45]. If the largest
eigenvalue of ∇2L(l)

s is negative, then ξ will be equal to zero
and the Levenberg–Marquardt method reduces to the Newton
method, that is dLM(l) = dN(l) . Under this condition, quadratic
convergence is achieved. If the largest eigenvalue of the Hes-
sian is non-negative, then we take ξ = ωmax + σ, where ωmax

is the largest eigenvalue of ∇2L(l)
s and σ > 0 is a sufficiently

large number. This operation forces the Hessian to be nega-
tive definite. In our simulations, this offset is taken as σ = 1.
The proposed approach using the interference pricing method is
depicted under the heading Algorithm 2, where lmax is the max-
imum number of iterations and ε is a sufficiently small positive
number to determine when to exit the algorithm. The parame-
ter αk,s in Step 10 is the positive scalar step size. In addition,
the controlled increase mechanism in Step 15 is used to update
the power levels. When the power level of the MBSs changes
largely between two consecutive time instants, the interference
pricing mechanism does not accurately model the effect of the
interference over the utilities of the other sectors [5]. The con-
trolled increase mechanism in Step 15 prevents large changes
of the power levels. In this step, the selection of small ζ slows
down the convergence of the algorithm. On the other hand, large
ζ may cause large changes in the power levels. Therefore, an
adaptive algorithm is used to select ζ in this paper. The parame-
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ter ζ is equal to t/(2t+ 1), where t is the time instant [3]. When
t goes to infinity ζ will converge to 1/2.

Note that the Levenberg–Marquardt method guarantees con-
vergence regardless of the starting point [45, p. 312]. Using
the Levenberg–Marquardt method, the parameters are updated

in Step 9 of Algorithm 2. The expression
√

(∇L(l)
s )T dLMl is

called as the Newton increment [47]. It is used as a stopping
criterion in iterative line search algorithms [47]. Note that this
stopping criterion is also the condition to check whether a search
direction dLMl is an ascent direction or not, that is, to check if

∇L(l)T
s dLMl > 0 is true. The loop terminates when the conver-

gence condition is satisfied or the maximum number of iterations
is reached.

In general, the main computational effort in Algorithm 2 is
at Step 3 and Step 8 where the eigenvalues of matrix ∇2L(l)

s

and the inverse of matrix ∇2L(l)
s − ξI are calculated [45]. Us-

ing classical approaches such as the Gauss–Jordan elimination
method, the computational complexity of calculating eigen-
values and taking the inverse of an n× n matrix is O(n3).
For large-scale problems, this operation becomes prohibitively
complex. Consider the centralized resource allocation approach
where we solve for 57 (ε, β) pairs, one pair for each sector.
Taking the inverse of this big matrix would require O(1143)
floating point operations (flops). Fortunately, with the proposed
distributed algorithm, we only need to calculate the eigenval-
ues of ∇2L(l)

s and take the inverse of ∇2L(l)
s − ξI, which are

both 2 × 2 matrices, and these calculations are straightforward.
The computational complexity of finding the maximum eigen-
value and updating power control parameters is O(n). Those
steps require significantly less amount of time. The computa-
tional complexity of the updating the Lagrange multipliers is
independent from the number of power control parameters and
it depends on the number of users in the sector. Under these
conditions, the computational complexity of both the gradi-
ent and Levenberg–Marquardt methods are on the same order
per iteration step. In addition, due to the distributed nature of
the algorithm, increasing the number of sectors in the simula-
tion area does not change the required time due to the parallel
processing. However, the total required time increases linearly
due to the fact that more sectors run the proposed algorithm.
Along with similar computational complexity, the Levenberg–
Marquardt based-method has significantly faster convergence
rate compared to the gradient-based method. The convergence
properties of the algorithm are inherited from the detailed anal-
ysis in [29]. Also, note that the expressions of the gradient and
Hessian of the energy efficiency function ηs are presented in
detail in the [29, Appendix].

2) Picocell Power Control Problem: In the second part of
the power problem, each pico-BS determines its own power
control parameter separately. When the power control param-
eters for MBS are selected, the problem will be similar to the
MBS power control problem. However, instead of two power
control parameters, we only need to determine one power con-
trol parameter for each pico-BS. During this process, we as-
sume that all power control parameters of other pico-BSs in
sector s are constant. Then, the energy efficiency maximiza-

tion problem with pricing function for pico-BS P can be
formulated as

max
βP , s

ηs(xs ,βP,s) − θs(βP,s)

s.t. Ck
M ,sF

(k,:)
M,s R

(:,k)
1 + (1 − Ck

M ,s)F
(k,:)
M,s R

(:,k)
2 ≥ Rmin,k ,

for all k ∈ KM,s

Ck
P,sF

(k,:)
P,s R

(:,k)
3 + (1 − Ck

P,s)F
(k,:)
P,s R

(:,k)
4 ≥ Rmin,k ,

for all k ∈ KP,s

0 ≤ βP,s ≤ 1. (18)

The pricing function θs(βP,s) will be similar to the one in
(14) except the derivatives are calculated with respect to βP,s .
Therefore, we do not repeat it here for simplicity.

The Lagrangian of the problem in (18) can be written as

Ls = ηs(xs ,βP,s) − θs(βP,s) −
∑

k∈KM , s

λk,s

(
Rmin,k

−
(
Ck
M ,sF

(k,:)
M,s R

(:,k)
1 + (1 − Ck

M ,s)F
(k,:)
M,s R

(:,k)
2

))

−
∑

k∈KP , s

λk,s

(
Rmin,k −

(
Ck
P,sF

(k,:)
P,s R

(:,k)
3

+ (1 − Ck
P,s)F

(k,:)
P,s R

(:,k)
4

))
+ νP,sβP,s + τs(1 − βP,s).

(19)

The optimum βP,s can be calculated by using the Levenberg–
Marquardt method based algorithm similar to the algorithm that
is described in Section IV-C1. In Section IV-C1, the algorithm
determines two power control parameters concurrently. How-
ever, we only determine one power control parameter in each
pico-BS. Therefore, the complexity of this algorithm is lower
than the one in Section IV-C1. In addition, this process is done
concurrently at all pico-BSs in sector s and increasing the num-
ber of pico-BSs in sector does not affect the required time for
this calculation.

In this paper, we are maximizing the energy efficiency of
the network while satisfying the rate constraints of users. This
particular approach is beneficial for applications such as Voice-
over-IP, video call, streaming, and real-time gaming applications
that require minimum rate to perform properly. As we will show
next in Section V, when we enforce higher rates, the energy
efficiency of the network may decrease.

V. SIMULATION RESULTS

In this section, first, we show the convergence behavior of
the Levenberg–Marquardt method at the first time instant. Sec-
ond, we evaluate the performance of the proposed algorithm in
terms of energy efficiency, outage probability, and power con-
sumption for different rate constraints. Third, we compare the
performance of the dynamic cell-center radius with constant
cell-center region boundary selection algorithms. Fourth, we
assess the effect of the scheduler on the energy efficiency and
the outage probabilities. Fifth, we study the efficiency of the
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Fig. 3. Average energy efficiency of the network at the first time instant for
lower GBR requirements of users.

proposed algorithm by comparing it with an exhaustive search
algorithm over all possible cell-center radii and power levels.

For the FFR method, the spectrum allocation scheme is such
that 14 RBs are assigned to subband A. The remaining 36
RBs are divided into 3 equal segments and assigned to sub-
bandsB,C, andD. The simulation layout is illustrated in Fig. 1.
The simulation area consists of 19 hexagonal cells with wrap-
around edges. Single antenna transmission is considered, i.e.,
NT RX,M = 1 and NT RX,P = 1 for all sectors. Two pico-BSs
are randomly generated in each sector. Although we present the
results for two pico-BS case, the proposed algorithm can easily
be implemented for a network that has more pico-BSs per sector.
A total of 20 users are generated in each sector. First, two users
are generated within the radius of 40 m for each pico-BS. Then,
the rest of the users are uniformly distributed in the sector area.
The highest RSRP method is used for the cell association [41].
The simulation parameters, distance constraints in generating
new nodes, and the base station power consumption values are
given in Table I [48]. Furthermore, the initial values are chosen
as (ε(0) ,β(0) ,β

(0)
P ) = (1,1,1).

In the first part of the simulations, we assume that all MUEs in
the network have the same guaranteed-bit-rate (GBR) require-
ments, i.e.,Rmin,k = Rmin , for all k ∈ KM,s ∪ KP,s and s ∈ S.
Six different rate constraints are considered, Rmin is equal to
16, 32, 64, 128, 256, and 512 kb/s (kbps). In the second part of
the simulations, we compare the performance of the proposed
dynamic cell-center radius selection algorithm with the ones
that are described in [29]. In the third part of the simulations,
we study the importance of the scheduler. The LDS, the EBW
scheduler, and the MMF scheduler described in Section IV-B
are considered for no rate constraint and various rate constraint
cases.

Fig. 3 depicts the average energy efficiency function of the
network for each iteration at first time instant whenRmin is equal
to 0, 16, 32, 64, and 128 kbps. The average energy efficiency of
the sector increases significantly at the first iteration, then the
Levenberg–Marquardt method based updates the power control
parameters every iteration until the convergence. Convergence
behavior is independent from the rate requirements of users and
it took around 20–25 iterations.

Fig. 4(a) shows the energy efficiency of the network for the
proposed algorithm when Rmin is equal to 0, 16, 32, 64, and

Fig. 4. (a) Average energy efficiency per sector, (b) the outage probabilities,
and (c) average transmission power for lower GBR requirements of users.

128 kbps. Note that in this range of Rmin values, the algorithm
uniformly improves the energy efficiency of the system. Not
surprisingly, the improvement decreases as Rmin increases. For
the case without rate constraints, the energy efficiency of the
network is 2.2%, 6.9%, 12.6%, and 20.2% higher than the cases
withRmin is equal to 16, 32, 64, and 128 kbps, respectively. For
the lower rate constraints, the reduction in energy efficiency is
marginal due to the fact that the rate constraints of most of the
users are already satisfied at the energy-efficient optimum power
level. Therefore, only small changes are required to satisfy the
rate constraints of the rest of the users. In Fig. 4(b), the outage
probabilities of the network using the proposed algorithm are
shown for the same rate constraints. A user is assumed to be
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in outage if the actual rate of the user is less than its rate re-
quirement. The outage probabilities are very low for these rate
constraints, even for the early time instances that the transmis-
sion power levels of the base stations have not converged. The
highest outage probability is 0.5% when the rate requirement
is 128 kbps. The efficiency of the proposed algorithm in terms
of outage will become clear in the sequel when higher rate
constraints are forced. Fig. 4(c) illustrates the power savings
of the proposed algorithm. The average transmission power of
the MBSs decreases every time instant until the convergence.
Due to the fact that the rate constraints of the users are low,
the proposed algorithm provides significant power savings. The
average transmission power decreases more than 20 dB when
users do not have any rate requirements. When the rate con-
straints are enforced, it leads to higher average transmission
power and that is the main reason of the smaller gain in energy
efficiency by using the algorithm. On the other hand, pico-BSs
always transmit at the full power for the given rate constraints.
Due to the fact that the interference from the pico-BSs to MBS
does not cause outages of the users and pico-BSs reach their
most energy-efficient case when they are transmitting at the full
power, the pico-BSs transmit at the full power.

In Fig. 5(a), the energy efficiency of the network is illustrated
for higher rate constraints, 256 and 512 kbps. Different from
the previous cases, the average energy efficiency of the network
now decreases in each time instant. The energy efficiency of the
network drops 4.9% and 27.3% from the first time instant to the
last time instant whenRmin is equal to 256 and 512 kbps, respec-
tively. The reason behind that is threefold. First, MBSs increase
their transmission power to energy-inefficient levels in order to
satisfy the higher minimum rate requirements of users. Second,
the increased transmission power elevates the interference to the
users that are in other sectors and using the same subchannels.
Due to the elevated interference, base stations increase power
levels to be able to support the minimum rate requirements,
which gives rise to more interference and a chain reaction starts.
Third, pico-BSs decrease their transmission power in order to
decrease the interference to MBSs. The result is the reduction in
energy efficiency manifested in Fig. 5(a). In Fig. 5(b), the outage
probabilities of MUEs are shown for the higher rate constraints.
As expected, the outage probability of users increases for the
higher rate requirements as compared to lower rates shown in
Fig. 4(b). At the first iteration, the outage probabilities are 7.9%
and 27.0% for GBR requirements 256 and 512 kbps, respec-
tively. After 40 time instants, the outage probabilities become
1.8% and 12.4% for the GBR requirements in the same order as
before. When the rate requirement of users increases, energy-
efficient power levels cause significant outages and that needs to
be adjusted to decrease outage probabilities to tolerable levels.
If we continue to increase the rate requirements of users, that
requires further sacrifice from the energy efficiency of the net-
work. This points out to the tradeoff between the network energy
efficiency and outage probability, which becomes more severe
at higher GBR requirements. Nevertheless, it is worthwhile to
state that while an outage probability of 27.0% is unacceptable,
12.4% can be acceptable, pointing out to the fact that although
the algorithm does not improve energy efficiency for these high

Fig. 5. (a) Average energy efficiency per sector (b) the outage probabilities,
and (c) average transmission power for higher GBR requirements of users.

rates, it is useful for a substantial reduction in outage probabil-
ity. In Fig. 5(c), the average transmission power of base stations
is shown. When higher rate constraints are enforced, the aver-
age transmission power of MBSs reaches the lowest level at the
first time instant, and then it increases each time instant until
the convergence. In order to satisfy the rate requirements of the
users, MBSs need to transmit at higher levels compared to lower
rate cases. Therefore, compared to Fig. 4(c), the power savings
of the network is significantly lower. For example, when the
GBR requirement is equal to 256 kbps, the power saving of
the MBSs is less than 5 dB. The power savings are even lower
when the rate constraints are 512 kbps. The decline in the power
savings is the main cause of the decrease in energy efficiency.
Yet, it is worthwhile to note that there is a gain in transmitted



6954 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 66, NO. 8, AUGUST 2017

TABLE II
OUTAGE PROFILE OF THE DIFFERENT USER TYPES

Nr. of users (Outage probability)

Minimum Cell-center Cell-edge
GBR (kbps) MUE MUE PUE

- 348 (0%) 616 (0%) 176 (0%)
16 358 (0%) 606 (0.2%) 176 (0%)
32 366 (0%) 598 (0.5%) 176 (0%)
64 396 (0.2%) 568 (0.5%) 176 (0%)
128 447 (0.4%) 517 (0.8%) 176 (0%)
256 482 (1.7%) 482 (2.5%) 176 (0.5%)
512 517 (10%) 447 (15.2%) 176 (12%)

power, although it does not translate into improved energy effi-
ciency. The transmission power of the pico-BSs decreases when
the higher rate requirement constraints are enforced. When the
rate requirements of the users increase, some of the MUEs will
be in outage. In order to satisfy the rate requirement of these
MUEs, pico-BSs decrease their transmission powers and conse-
quently the interference they create to these users. For example,
when the GBR requirement is equal to 512 kbps, the pico-BSs
decrease their transmission power more than 1 dB.

In Table II, we further investigate the relationship between
the outage probability and cell-center region boundaries. The
users in the network are divided into three categories, cell-
center MUEs, cell-edge MUEs, and PUEs. Based on the mini-
mum rate requirements, the cell-center regions are dynamically
adjusted. As we increase the GBR requirements, we observe
that the number of cell-center MUEs increases. As discussed in
Section IV-A, the proposed cell-center radius selection
algorithm behaves similar to CSSA3 to share resources more
fairly among users. Although the FFR scheme decreases the in-
terference that cell-edge MUEs suffer from, due to the fact that
they are located away from the MBS, they encounter higher out-
age probabilities. When the minimum rate requirement of users
is less than 256 kbps, all PUEs in the network satisfy their rate
requirement. However, when the rate requirement is 512 kbps,
12% of PUEs cannot satisfy their rate requirement. As shown
in Fig. 5(c), the transmission power of the pico-BSs decreases
when the rate requirement is 512 kbps in order to decrease the
interference on cell-center MUEs. Therefore, 12% of the PUEs
is in outage when GBR is 512 kbps.

In Fig. 6(a) and (b), we investigate the effect of the cell-center
radius selection algorithms in terms of energy efficiency and
outage probabilities. The proposed cell-center radius selection
algorithm (CCSA1) is compared with the ones that are proposed
in [29]. Our simulation results show that CSSA1 performs sig-
nificantly better than CSSA3 in terms of energy efficiency when
the rate constraints are below 128 kbps. For example, when the
GBR requirement is equal to 16 kbps, CSSA1 performs 16%
better than CSSA3 in terms of energy efficiency. CSSA1 con-
verges to CSSA3 to meet the rate constraints of more users when
the rate constraints become aggressive. For example, when the
rate constraints are 512 kbps, the selected cell-center radii are
the same for these two algorithms for most of the sectors in
the network. On the other hand, CSSA1 performs worse than

Fig. 6. (a) Average energy efficiency per sector and (b) the outage probabilities
for different cell-center radius selection algorithms.

CSSA2 in terms of energy efficiency when users have nonzero
rate requirements. CSSA1 selects a cell-center radius such that
each user is assigned at least one RB when users have nonzero
rate requirements. However, CSSA2 does not consider the rate
requirements of the users, for example, 19.8% of the users are
not assigned any resources for the given network. While this ap-
proach increases the energy efficiency of the network, it causes
unacceptable outage probabilities. For example, the energy ef-
ficiency of CSSA1 is 3.7% less than CSSA2 when the GBR
requirement is 256 kbps. However, the outage probability of
CSSA1 is 1.8%, while CSSA2 is 21%. Thus, the outage prob-
ability of CSSA2 is not acceptable. The proposed cell-center
region selection algorithm benefits from the advantages of both
algorithms. It selects more aggressive cell-center radii when the
rate constraints are small. On the other hand, it selects more fair
cell-center radii when the rate constraints are higher.

Fig. 7(a) shows the average energy efficiency per sector for
the LDS, the EBW, and the MMF schedulers. The LDS per-
forms significantly better than the other two schedulers for all
GBR requirements. For example, when no GBR requirement is
enforced, LDS performs 26% and 28.8% better than the EBW
and MMF scheduler, respectively. When no GBR requirement
is enforced, the dual prices will always be zero. Therefore, after
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Fig. 7. (a) Average energy efficiency per sector and (b) outage probability of
the network for the LDS, EBW, and MMF schedulers.

assigning one RB to each user, the LDS will assign the rest of
the RBs to the user that has the best channel. This approach
significantly increases the energy efficiency of the network. On
the other hand, the EBW scheduler performs better than the
MMF scheduler when no GBR requirement is enforced. The
EBW scheduler disregards the rate requirement of users and the
channel quality between the user and the base station during the
resource allocation process. Each user obtains equal amount of
RBs. Therefore, users with better channel qualities get signifi-
cantly better rates than the other users. On the other hand, the
MMF scheduler assigns most of the resources to the users with
worse channel conditions to maximize the minimum throughput.
Therefore, when there are no GBR requirements, the throughput
and corresponding energy efficiency of the EBW scheduler are
better than the ones for the MMF scheduler. When we enforce
rate requirements, LDS still performs significantly better than
the EBW and MMF scheduler. For example, when the GBR
requirement is 128 kbps, LDS performs 34% and 132% better
than the MMF and the EBW schedulers, respectively. When the
minimum rate requirements of users increase, LDS starts to as-
sign resources to users with worse channels in MBSs due to the
dual prices. On the other hand, the minimum rate requirement

TABLE III
SIMULATION RESULTS

Average Sector Energy
Efficiency (kb/J)

(Outage Probabilities)

Required
Time

Methods 0 kbps 128 kbps 512 kbps (min)

The Proposed
Algorithm

130.81(0%) 128.48(0%) 121.16(14%) 1.45

The Exhaustive
Search Algorithm

131.11(0%) 128.71(0%) 121.19(14%) 9855

of the PUEs can be easily satisfied with fewer RBs. Therefore,
the dual prices will still be zero and most of the RBs are going
to be assigned to the user with the best channel. This approach
increases the overall energy efficiency of the network. In addi-
tion, when users have minimum rate requirements, higher power
transmission levels are necessary for the EBW scheduler to sat-
isfy the rate requirements of users that are in outage. Therefore,
the energy efficiency of the sector decreases. In addition, the
intercell interference becomes the more significant problem be-
cause of these high transmission levels. Due to the fact that the
MMF scheduler assigns more resources to the user with worse
channel conditions, less power might suffice to satisfy the rate
requirement of these users. Therefore, when users have nonzero
minimum rate requirements, the MMF scheduler performs bet-
ter than the EBW scheduler in terms of energy efficiency. In
Fig. 7(b), we compare the outage probabilities of the network.
Due to the fact that MBSs need to transmit in higher transmission
power levels to satisfy the rate requirements, the intercell inter-
ference becomes a significant problem for the EBW scheduler.
Due to the higher intercell interference and fewer RB allocation
to users with worse channel conditions, the outage probability
of the EBW scheduler becomes significantly higher than the
one for the LDS and MMF scheduler. For example, the outage
probability of the EBW scheduler is 13.2%, whereas the one
for the LDS is 1.7% and the MMF scheduler is 0.9% when the
GBR requirement is 256 kbps. When the rate requirement of the
user increases the outages of the LDS becomes higher than the
MMF scheduler. The LDS assigns the RB to the user that pro-
vides highest increment to the Lagrangian function. Therefore,
more users will be in outage than the MMF scheduler to have
higher energy efficiency. These results indicate the significance
of the scheduler selection.

Table III shows the average energy efficiency per sector for
the proposed algorithm and the exhaustive search algorithm.
For the purposes of this table, the proposed algorithm and the
exhaustive search algorithm are implemented over three sectors
that are using the same frequency bands (i.e., shown with the
same color in Fig. 1) while the rest of the sectors transmit
in full power. The exhaustive search algorithm searches over
all possible β and ε pairs and cell-center radii over these
three sectors. Due to the fact that searching over the frequency
domain increases exponentially with the number of RBs, we use
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the EBW scheduler for both the proposed algorithm and the ex-
haustive search algorithm and use the same frequency allocation
over all searches. In Table III, the performance of the proposed
algorithm and the exhaustive search algorithm are very similar
to each other. In addition, when we increase the minimum rate
requirements, the difference between the proposed algorithm
and the exhaustive search algorithm decreases. The difference
between the proposed algorithm and the exhaustive search
algorithm is approximately 0.23% in terms of energy efficiency
when there are no minimum rate constraints. The difference be-
comes 0.18% and 0.02% when the minimum rate requirements
are 128 kbps and 512 kbps, respectively. In addition, the outage
probabilities of the network are the same for the proposed algo-
rithm and the exhaustive search algorithm and they are 0% and
14% when the rate requirements are 128 kbps and 512 kbps, re-
spectively. In our simulation tool, while the proposed algorithm
obtains the results in 1.45 min, the exhaustive search algorithm
requires 9855 min to obtain the results. As we discussed in
Section IV, when we increase the number of sectors that
implement the proposed algorithm, the required time increases
linearly. On the other hand, the required time increases expo-
nentially for the exhaustive search algorithm and it requires
decades to obtain results for the 19 cell hexagonal grid layout
depicted in Fig. 1.

VI. CONCLUSION

In this paper, we studied the energy efficiency of HetNets. We
have proposed an energy-efficient resource allocation algorithm
in which the cell-center radius selection, scheduling, and power
allocation problems are decoupled. The proposed algorithm
maximizes the sector energy efficiency while satisfying the rate
requirement of users. The interference pricing mechanism is
introduced to prevent selfish behavior of base stations. The pro-
posed algorithms employ the Levenberg–Marquardt method to
solve the power allocation problem. Furthermore, the effect of
cell-center radius selection is investigated. Based on our sim-
ulation results, we demonstrate that significant energy savings
can be achieved, while the outage probability is also reduced.

There is a range of GBR requirements our approach im-
proves energy efficiency, outage probabilities, and reduces av-
erage transmit power, substantially in some cases. For the tested
traffic mixes of the same GBR requirements, this range is
0, 16, 32, 64, and 128 kbps within the transmission parameters
studied. Within the experimental parameters, for GBR require-
ments of 256 and 512 kbps, the energy efficiency becomes worse
but the outage probability improves. The improvement is such
that the outage probability can move from an unacceptable level
to acceptable one. The transmit power improves but not uni-
formly, unlike the parameters in the previous case. We note that
in these simulation setups, the GBR requirements for all users
are considered the same. In a real-life situation, there will be a
mix of GBR requirements, and the effects of these higher GBR
requirements will be less. The newly introduced cell-center se-
lection algorithm (CSSA1) performs better than the two we pro-
posed earlier, namely CSSA2 and CSSA3. The LDS performs

better in terms of both energy efficiency and outage probability.
Interference pricing mechanism reduces outages significantly.
The proposed approach achieves the same energy efficiency as
the exhaustive search, whereas the exhaustive search takes an
unacceptable amount of time.
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