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Assessing the Quality of Voice Communications Over
Internet Backbones

Athina P. MarkopoulouMember, IEEEFouad A. TobagiFellow, IEEE and Mansour J. KaranMember, IEEE

Abstract—As the Internet evolves into a ubiquitous commu- quality measures that take into account the various impairments.
nication infrastructure and provides various services including For this purpose, we compile into a single model the results of
telephony, it will be expected to meet the quality standards seyeral studies conducted for specific voice impairments. Fur-
achieved in the public switched telephone network. Our objective homare e use a methodology for rating telephone calls that
in this paper is to assess to what extent today’s Internet meets - s . .
this expectation. Our assessment is based on delay and |os§akes mtp apcount t_he Va”ab"'tY of the transmission 'mp"".'r'
measurements taken over wide-area backbone networks and usesMents with time. Third, we take into account the effect of dif-
subjective voice quality measures capturing the various impair- ferent components of a VolP system and, in particular, we con-
ments incurred. First, we compile the results of various studies sider the playout scheduling.
into a single model for assessing the voice-over-IP (VoIP) quality.  This study is limited to Internet backbones; nevertheless, the
Then, we identify different types of typical Intemet paths and  regyits obtained are very useful. Backbone networks are an im-
study their VoIP performance. For each type of path, we identity -0t hart of the end-to-end path for both long-distance VoIP
those characteristics that affect the VolP perceived quality. Such . o .
characteristics include the network loss and the delay variability C&llS and calls that are serviced by a combination of a switched
that should be appropriately handled by the playout scheduling t€lephone network in the local area and Internet backbones for
at the receiver. Our findings indicate that although voice services the long haul. Although backbone networks are known to be
can be adequately provided by some ISPs, a significant number of sufficiently provisioned to cause negligible degradation on data
Internet backbone paths lead to poor performance. traffic, our study shows that a large number of the Internet paths

Index Terms—Computer networks, Internet, measurements, exhibited poor VoIP performance, mainly due to high delay and
voice communications, voice over IP (VolP), voice quality assess-high delay variability. Furthermore, if stringent communication
ment. requirements (such as interactivity levels suited for business
conversations) are imposed, these paths become totally unac-
ceptable for telephony use. Paths with low delay and low delay
variability exhibit, in general, excellent performance. However,

HE Internet is evolving into a universal communicatioven those networks occasionally experience long periods of

network and it is contemplated that it will carry all typesoss that can affect voice communications.
of traffic, including voice, video, and data. Among them, tele- As far as the VoIP system is concerned, we consider both
phony is an application of great importance, particularly béixed and adaptive playout scheduling schemes. In both cases,
cause of the significant revenue it can generate. In order for the identify a tradeoff in quality between packet loss (due to late
Internet to constitute an attractive alternative to the traditionatrival) and increased delay in the playout buffer; this allows
Public Switched Telephone Network (PSTN), it must providene to determine an appropriate choice of playout delay that
high-quality voice-over-IP (VoIP) services. Our objective in thigakes into account this tradeoff. With regards to adaptive playout
paper is to assess to what extent today’s Internet meets thesigemes, we find that the practicality of adaptive schemes is
high-quality expectations. In the process, we identify those dsindered by the sensitivity of their performance to the proper
pects that may lead to poor voice quality. tuning of their parameters and by the strong dependence of the

Our approach in addressing this problem has three main chgstimum parameter values to the specific delay characteristics
acteristics. First, we use delay and loss measurements collegfdach path.
by means of probes sent between measurement facilities at fivehis paper is organized as follows. In Section I, we describe
different U.S. cities, connected to the backbone networks thfe components of a VoIP system and the impairments they in-
seven different providers. These measurements correspond@rdduce. In Section I, we present the quality measures used for
a large number of paths (43 in total), seven different ISPs, aagsessing the impairments in the network and our approach for
a long period of time (17 days); thus, they are representatixgting a telephone call. In Section IV, we describe the probe mea-
enough of Internet backbones. Second, we use subjective vaiaeements and their delay and loss characteristics. In Section V

we apply our methodology to the traces, obtain and discuss nu-
Manuscript received May 16, 2002; revised December 8, 2002; approvedmerICaI results pertaining to phone-call quality. Section VI con-
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Voice source Quality : buffering) is the same for all packets. It is important to select
. . i A:fesf'::"* the valuep so as to maximize the quality of voice commu-
@.@ R L nications. Indeed, a large buffering delay decreases packet
"‘ loss due to late arrivals, but hinders interactivity between the
l = communicating parties. Conversely, smaller buffering delay
improves interactivity, but causes higher packet loss in the
e 1 Bl playout buffer and degrades the quality of speech. The value of
e A Network T fixed end-to-end delay should be chosen based on knowledge
Eecteees Mﬂﬂﬂl_ﬂﬂﬂ, of the delay in the network. However, such an assessment may
ceceiver not always be possible or the statistics of delay may change
Sender with time. For these reasons, adaptive playout is considered.
Extensive work has been conducted on adaptive playout
schemes that monitor the network delay and its variations and
adjust accordingly the playout time of voice packets. In [6], a
A. Components of the VoIP System number of algorithms were proposed that consist of monitoring
r|)1etwork delays, estimating the deldy, and delay variation

Speech is an analog signal that varies slowly in time (wit sing movina averages. and adanting the plavout time to
bandwidth not exceeding 4 kHz). The speech signal alternated>""9 g ges, pting pay

betweertalkspurtsandsilence periodswhich are typically con- © ~ day + 4v at the beginning of each talks_p_urt, bUt keeping
sidered to be exponentially distributed; Sriram and Whitt [%J const%nt tf&roughzuﬁ a tal_llispurt.dln add|t|on,d|t _Washalso
used mean 352 ms for talkspurts and 650 ms for silences. B?l?ose .tg etﬁCt ehay SPIKES andgq;at&s_ter unggt e h
the purpose of transmission over networks, the speech anaﬁggﬁ periods. The sScheme proposed In [7] improve over the
signal is converted into a digital signal at the sender; the revefag VIous one by_ using a delay percentile r{:lther than a moving
erage to estimate the network delay; the improvement

process is performed at the receiver. In an interactive conver"é‘(r:hieve d came at the expense of increased state and processing
tion, the participating parties switch turns in taking the send?n [8], the prediction of network delays was further improved

and receiver roles. by minimizing the normalized mean square prediction error. A

There are mangncoding schemdhat have been developed y d 9 f ol lqorith qd ph | fd .I
and standardized by the ITU. The simplest is the sample—baésg on gro:ip orp ayoEt algorit (;nsfa ap';kt € value o Ik cay
G.711 which uses Pulse Code Modulation (PCM) and produ )egs?s aa%e:jc tﬁtse;ﬁg\?vse';c:psézatur?n ac';ZIaspszratr-ig(tai:ﬁ\as ZBE:
a digitized signal of 64 kb/s. CELP-based encoders provide rate, .’ ! P 9 y

reduction (i.e., 8 kb/s for G.729, 5.3 and 6.4 kb/s for G.723.i§ﬁhm a single talkspurt. The scheme in [3] was the first to

at the expense of lower quality and additional complexity an llow this approach, but it did not take into account the voice

€Xp q y piexity signal itself, and the pitch of the speech signal was affected

encoding delay [.5]' . . . by the playout speed. The work in [10] used a timescale
Further reduction in the data rate can be achieved vgitg

L : ) X modification technique to preserve the pitch. It is interesting to
activity detectior(VAD). The resulting talkspurts and 5|Ience§mte that similar issues for maintaining smoothness for voice

Eg\ég k:/si?r? :hrg\évgnt?hzltsggogggsrgﬁgmg ixg?:ir;ii r;u;l ?Aztr\'? 1ave also been addressed in different contexts; the work in [11]
’ P P ealt with workstation scheduling for real audio.

algorithm. For example, VAD tends to elongate talkspurts by The content of the received voice packets is delivered to

a period, called the hangover time, in order to prevent Spez:a@ decoder which reconstructs the speech signal. Decoders

clipping. First in [3], Brady used a long hangover and report .

. ; > ay implementpacket loss concealme(PLC) methods that
exponential talkspurts and silences with mean 1.2 and 1.8 s, ?(%Iucep replacigment for lost data paglfets)[lZ] Simple PLC
spectively. A review with a discussion on the on/off voice pat: )

terns resulting from modern voice coders can be found in [ chemes simply insert silence, noise, or a previously received
9 . . cket. More sophisticated schemes attempt to find a suitable
In general, small hangover time results in small talkspurts a

silences (200-400 and 500-700 ms on average, respectiv lacement based on the characteristics of the speech signal in

: . : neighborhood of the lost packet(s). They may be interpola-
while a large hangover results in larger durations (around 1—2& n based (and try to match the waveform surrounding the lost
The encoded speech is thpacketizednto packets of equal

. . - ortion) or regeneration based (by being aware of the structure
size. Each such packet includes the headers at the various § ) 9 (by 9
B

tocol layers (namely, the RTP (12B), UDP (8B), and IP (20 f¥he codec and exploiting the state of the decoder).

head Il as data-link | head dth load Although not evaluated in our study, it is worth mentioning
eader as well as data-link layer hea e_rs) and the payload Cofil; 4y dio tools may include additional error resiliency mecha-
prising the encoded speech for a certain duration.

As th i ket ¢ IP network. thev i nisms [13]. These may include transmission of layered or redun-
S (€ voice packels are sent over an I NEtwork, they NG (FEC) audio, interleaving frames in packetization, retrans-

variable delay and' possibly'loss. In o'rde.r' to'provide a SMOGfssions (if the end-to-end delay budget permits it), or feedback
playout at the receiver despite the variability in delaglayout to signal the sender to switch rate or encoder
bufferis used. Packets are held for a later playout time in order to '

ensure that there are enough packets buffered to be played o
continuously. Any packet arriving after its scheduled playo@t'
time is discarded. There are two types of playout algorithms: The quality of voice communication is affected by a number
fixed and adaptive. of factors. First, voice encoding affects the quality of speech.
A fixed playout scheme schedules the playout of packeBecond, in the case of VoIP, the transmission of packet voice
so that the end-to-end delay (including both network and over a network is subjected to packet loss in network elements,

Fig. 1. \olIP system.

ut, . . .
R/0|ce Impairments in Networks
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causing degradation in the quality of voice at the receiver. Fur- 7 User Satistaction mos
ther loss is incurred in the playout buffer at the receiver, caused?00 ------———————————------- 45 ----
by network delay jitter. Third, the interactivity betweenthe com- 94.3------|  Very Satisfied ~ ------ 44
municating parties is affected by the delays incurred in the net- 90 ---—-—-+——"—""——--- 4.3 Desirable
work. Indeed, a large delay may lead to “collisions,” whereby Satisfied
participants talk at the same time. To avoid such collisions, the 80 ------ Some users s 4.0 ----
participants can talk in turns, and thus, take longer to com- dissatisfied Acceptable
plete the conversation. To achieve a good level of interactivity, 70 -~ My e 3.6
the end-to-end delay (from “mouth to ear”) should be main- dissatisfied
tained below a certain maximum delay, typically on the order 60 ------ v allosers |31 Not acceptable
of 100 ms. Longer delays become noticeable, and the longer the Nec‘l‘;fafigffgj“ for toll quality
end-to-end delay is, the lower is the degree of interactivity. The 50 ------ — - 26
end-to-end delay encompasses: Not recommended

1) the delay incurred in encoding (referred to as algorithmic ¢ """ 17 -

delay); Fig. 2. Mean opinion score and its relation to user satisfaction and the Emodel

2) the delay incurred in packetization (function of theating R, according to G.107/Annex B and G.109.
amount of speech data included in a packet);

3) the delay incurred in the path from the sender to the r§pme of them have been compiled into reports and recommen-
ceiver (propagation time, transmission time over netwodgtions published by standards organizations. In this section, we
links, and queueing delays in network elements); give an overview of some of these studies, summarize the results

4) the delay incurred in the playout buffer; o obtained therein in order to complete the evaluation space as

5) the delay incurred in the decoder (usually negligible). well as to confirm their consistency, and describe our approach

Fourth, the presence @cthoin various situations could be afor VoIP quality assessment.

major source of quality degradation in voice communication Before proceeding, it is worthwhile commenting on the va-
[14]. One cause of echo is the reflection of signals at thiglity of MOS itself as a technique. MOS is valuable in that it
four-to-two wire hybrids; this type of echo is present when addresses the human perceived experience, which is the ultimate
voice call involves a combination of a VoIP segment in thmeasure of interest. However, it should be used carefully; it is
Internet and a circuit segment in the switched telephone nelesely tied to the conditions and the specific goals of each ex-
work. Another cause of echo is in PC-based phones (typicapigriment and, thus, is difficult to generalize. Furthermore, cur-
equipped with a microphone and loudspeakers), whereby teat subjective testing methods are known to have a number of
microphone at the remote end picks up the voice played aeaknesses, areview of which can be found in [18]. In our study,
the loudspeakers and echoes it back to the speaker. Voice eskaise the results of classic subjective tests as our starting point,
is not perceptible if the end-to-end delay is very short (beloin order to assess the loss and delay impairments in the Internet.
10 ms.) However, it becomes annoying for longer end-to-eWde make every possible attempt to apply them under the same
delays. The effect of echo can be mitigated by cancellati@onditions they were obtained. The steps we take will be sim-
placed close to the cause of echo. ilar, even if more accurate subjective tests become available in
the future. As we discuss in Section IlI-E and F, our method-
ology successfully addresses many of the issues mentioned in
[18], including the time-varying nature of Internetimpairments,
the different aspects of voice quality, and the recency effect. In

In order to assess the quality of voice communication in tigsldition, we supplement our assessment in terms of MOS with
presence of impairments, it is crucial to study the individual 48w loss and delay measurements.
well as collective effects of the impairments and produce quan- o )
titative measures that reflect the subjective rating that listenéts Degradation in Speech Quality
would give. This subjective quality measure is also referred to The degradation in speech quality due to the encoder is sum-
as a mean opinion score (MOS) and is given on a scale of 1+a%arized in Table I. The quality after compression, without con-
as defined in [15]. Fig. 2 shows the mapping of MOS to usaidering the effect of packet loss, is often referred to as intrinsic
satisfaction, as reported in [16] and [17]. A MOS rating abowguality MOS;,;,. As can be seen from the table, lower rate en-
4.0 matches the level of quality available in the current PSTNcaders result in lower MOS values.
rating above 4.3 corresponds to the best quality, where users afd/e now address the effect of packet loss, which results in
very satisfied, and a rating between 4.0 and 4.3 corresponds &paech clipping, to voice subjective quality. Figs. 3, 4, and 5
high-quality level, where users are satisfied. A MOS rating beummarize the results of various studies for G.711, G.729, and
tween 3.6 and 4.0 corresponds to a medium-quality level, whebe723, respectively.
some users are dissatisfied. A MOS rating in the range betweemong the earliest work in this area is by Gruber and
3.1 and 3.6 corresponds to a low level of quality, where mar8trawczynski [19]. They addressed the effects of speech clip-
users are dissatisfied. At a MOS rating in the range between pig and variable speech burst delays incurred in dynamically
and 3.1, the level of quality is poor, and nearly all users are distanaged voice systems, using PCM encoding and speech
satisfied. Finally, a MOS below 2.6 is not recommended.  activity detection. Of relevance to our study are the results
Numerous studies have been conducted to assess the effegartaining to speech clipping, whereby speech clips of fixed
voice quality of various impairments under various conditionslurations are uniformly distributed across time, with loss rates

I1l. A SSESSMENT OFVOICE COMMUNICATIONS
IN PACKET NETWORKS
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TABLE |
STANDARD ENCODERS AND THEIR CHARACTERISTICS
45+ Vog‘a)n G.72_::.1@5|.3Kbps
Standard Codec Rate | Frame | Lookahead | MOS Bome uniform joss
type (Kbps) (ms) (ms) ntr. p 120ms uniform loss

G.711 PCM 64 0 4.43

G.729 CS-ACELP 8 10 5 4.18 359
G.723.1 ACELP 5.3 30 7.5 3.83
G.723.1 MP-MLQ 6.3 30 7.5 4.00 § 3 S.eL . Emodel. G.723.1.A@6.3Kbps,

~o packet 30ms, uniform loss
~o-

5 2,50 , 3
Emodel, 10ms loss, without PLC, uniform loss "Q Ssal -
4 AT&T and Emodel, 10ms loss, with PLC ol \ BRI
niform loss
bursty loss ETSI G.723.1.A@6.3Kbps, 30ms uniform loss
4 ETSI, uniform loss, 10ms and 20ms | 1.5+
ith PLC
without PLC
3.5 1 . . L ) L . L
0 2 4 6 8 10 12 14 16
172} % packet loss
g
Fig. 5. G.723.1 quality under packet loss conditions, as reported by various
25+ P studies. The packet size is 30 ms and packet loss concealment was used in all
cases.
oL
channel bit errors, environmental noise, and frame erasures (up
15r Gruber, 10ms loss, l to 3% loss rate); the results agree with those published in [20].
1 ‘ without PLG, uniform loss Sanneclet al.[22] also assessed the effect of loss on G.711
0 5 10 15 20 and G.729, using a Gilbert model to simulate bursty loss con-

% packet loss ditions, for loss rates up to 50%. The evaluation for G.711 was

Fig. 3. G.711 quality under packet loss conditions as reported by varioggrformed with and without loss concealment. The evaluation
studies. The packet size is 10 ms in all cases. for G.729 was performed with the standard concealment as well
as with newly proposed concealment schemes. The results per-
5 ‘ ' ' ; taining to G.729 with the standard PLC are shown in Fig. 4.
G.729 appears to be less sensitive than G.711 to the degree of
burstiness, which is attributed to the robustness of the loss con-
A s | cealment method in G.729.
bursty loss Voran studied the effect of loss on voice encoded with
3.5{5“ ] G.723.1 with VAD at 5.3 kb/s [23]. Uniform loss at rates of
2 0%—4% were considered, with speech loss durations equal to
Emodel, uniform loss 1 a single frame (30 ms), two consecutive frames (60 ms), and
& four consecutive frames (120 ms). The results are shown in
% 1 Fig. 5. The higher initial MOS compared with the other studies
L pertaining to G.723 is due to the different encoding schemes
21 for G729 and G.729A Sanneck, for 3 degress 1 considered by the Emodel (MP'MLQ) and by (ACELP) [23]
quress Several of the above-mentioned studies and several other
studies have been compiled into documents published by the
‘ , ‘ K ITU[16], [17], [24], [25] and ETSI [26]. Work initiated at ETSI
0 10 29/0 oacket Iosgo 40 50 resulted in the development of a group of standards by ITU-T in
1996, known as the Emodel [16], [24], [25]. Recommendation
Fig. 4. G.729 quality under packet loss conditions, as reported by varids 113 [25] collected results from studies that applied packet
studies. The packet size is 20 ms and packet loss concealment was used ifogls to G.711, G.723, and G.729. These are shown in Figs. 3,
cases. 4, and 5, respectively, using the label Emodel. The results for
G.711 with packet loss concealment, for both uniform and
ranging from 0% to 20%. The results for 10-ms loss duratidsursty loss, are taken from [20]. In addition, a curve for G.711
are plotted in Fig. 3. Concealment was not considered, as sudgthout packet loss concealment is provided, which agrees
techniques did not exist for PCM at that time. with the results for the 10-ms packet obtained by [19] (Fig. 3).
The benefit of error concealment has been studied for G.7%Imilar work is still ongoing in ETSI and [26] is a recent
under both uniform and bursty loss conditions, considerintgchnical report dated 2000; we plot the results contributed by
packets containing 10 ms of speech and packet loss ratesNgstel Networks for G.711, for G.729, and G.729A, and for
to 20% [20]. Results pertaining to G.728 and G.729 with the.723.1, packet sizes of 10, 20, and 30 ms, and using PLC, in
standard packet loss concealment and loss rates only up to B¥%s. 3, 4, and 5, respectively, under the label ETSI.
can also be found in [20]. Also, the study by Perkatsl.[21] Discussion One can make the following observations,
characterized the subjective performance of G.729 in wirlsoking at the above results. The encoding scheme affects
less and wired networks under various conditions, includirige intrinsic MOS quality (before any loss) and, therefore,

4.5

MOS
[
&

251
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Perfect echo

N Emodel N
\ cancellation

Q Kitawaki -0.5F
g task 6

Q task 4 |
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-
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’

EL=41dB |

Degradation in MOS
]
o
v
Degradation in MOS
b

EL=31dB

ol EL=21dB

G.113, Fig. B.3 -3.5¢

260 460 660 860 1000 -4 ¥ X . X . X :
0 50 100 150 200 250 300 350 400
one way delay (ms) one way delay (in ms)

Fig. 6. Loss of in;eractivity_ due to one-way delay in echo-free environmenqsi,g_ 7. Degradation in MOS due to echo, according to the Emodel (G.107).
as reported by various studies.

absence of echo [16]. The degradation in MOS as delay in-

the maximum allowed packet loss in the network to sustafieases, as reported by all three sources, is shown in Fig. 6.
acceptable quality. However, the slope of MOS degradation

seems to be the same for comparable experiments. For pagketecho |mpairment

loss concealment and 10-ms loss duration, MOS drops by . . . . .
roughly 1-1.5 units every 10% of packet loss; in experimen SAS d|s<_:uss_e_d In Section II-B, echo can cause major quaht_y
without packet loss concealment, MOS drops much faster, E gradation if it is not adequately canc_eled. Its effect is ampli-
roughly one unit every 1% of packet loss. Larger loss duratio d by large deI_ays. _The Emodel provides formulas that allow
result in increased degradation. Finally, bursty loss seems gg-@/culate the impairment due to talkég (m2e, £'L»)) and

affect the resilience of G.711 but not that of G.729. listener (u.(m2e, EL;)) echo, given some transmission pa-
rameters:n2e stands for the one-way or mouth-to-ear delay.

E L, andE L, are the echo losses in decibels at the points of re-

flection and their value depends on the echo cancellation used.
In 1991, a study by NTT assessed the loss of interactivity d@gl, = o (infinite echo loss) corresponds to perfect echo can-

to large end-to-end delay in echo-free telephone circuits [28kllation. EL = 51 dB corresponds to a simple yet efficient

Various amounts of delay were introduced and MOSs, conveicho controller. Fig. 7 shows the degradation in MOS due to the

sational efficiency, and detectability thresholds were obtainesbmbined talker and listener echo on the path.

using groups of subjects varying with various degrees of exper-

tise. Six conversational modes (‘tasks”) were considered, eggh Using the Emodel to Combine All Impairments

haV|'ng a different SW'.tCh'ng speeq .bgtween the communlcat[ngAS mentioned above, the Emodel started as a study by ETSI
parties and, thus, a different sensitivity to delay. The most strin-

gent task was Task 1, where people took turns reading randanmd was standardized by ITU-T in [16], [24], and [25]. Compre-

numbers as quickly as possible. On the other extreme, Tas qysive studies of the Emodel can be found in [29] and [30]. It
was the most relaxed type namély free conversation ' IS a computational model that uses transmission parameters to

Recommendation G.114, published in 2000 [27], aIS|%red|ct the subjective quality of voice quality. It gives an overall

focused on the loss of interactivity due to delay, assumirﬁﬁl;ngforthe quality of a call, on a scale from O to 100, whose

echo-free environments. Traditionally, a one-way delay up nslation to quality and MOS is shown in Fig. 2. The Emodel

to 400 ms was considered acceptable for planning purposesmblnes different impairments based on the principle that the

. ; g efceived effect of impairments is additive, when converted to
recommendation G.114 emphasized that this is not the case OF" poropriate psvehoacoustic scal) (
highly interactive conversations and declares 150 ms accepta fg aPProp psy

for most applications in echo-free environments. G.114/Annex

A estimates for the delay incurred in various components of B=(Ro— L)~ ls— I+ A @
circuit and IP networks are provided. In Annex B, results tnq getails of (1) are as followsR, is the basic signal-to-

frolrln thz above-mentioned [28] and other similar studies afg;se ratio based on send and receive loudness and electrical
collected. and background noisé, captures impairments that happen si-

The Emodel standards also provide a formula for calculating, i3 neously with the voice signal, such as sidetone and PCM
the loss of interactivity as function of the one-way delay in th&uantizing distortion. Botti, and, terms are intrinsic to the

transmitted voice signal itself and do not depend on the trans-
The Emodel [16] (and later studies based on it, such as that of [29]) amission over the network. Thus, they are irrelevant for the pur-

lenient in the sense that they predict no degradation for delay below 150 ;
A possible explanation is that the Emodel curve does not take into account %ese of comparing VolP to PSTN callt; and I, capture the

aspect of the different conversational modes (or tasks) and the expertise ofdggradation in quality due to delay-related impairments (loss of
subjects that participated in the subjective experiments. interactivity and echo) and distortion of the speech signal (due

B. Loss of Interactivity
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to encoding and packet loss), respectivelyis the advantage
factor; it accounts for lenient users, who accept some degrada- Instantaneously Perceived le
tion in quality in return for the ease of access, e.g., when using 4o}
cellular or satellite phone. For the purpose of comparison to
PSTN calls, this factor is set to O.
The Emodel is important in our study for two reasons. First,  sof---.- - - -
it quantifies the MOS degradation due to delyand loss 2
I. impairments. In addition, the Emodel models the effect of
noise and other speech related impairments, thus, allowing us 5,
to take them into account without going into detail. Second,
and most important, the Emodel combines all the impairments 5[
into a single rating, using additivity in the appropriate sdale 1ol
In summary, we obtain a MOS rating as follows. First, we as- le(1%)=5
sess the degradation in speech quality (at the encoder and due 5t---- ymm--d . . . . . .
to packet loss in the network and in the playout buffer) using ~ ° %0 100 150 200 25 300 350 400
the curves for G.711, G.729, and G.723 in Figs. 3, 4, and 5, packet sequence number
respectively. We are particularly interested in the bursty l0gg g Transitions between periods of high and low loss. Theoretical versus
which is the case in the Internet traces. In the Emodel terniistantaneously perceived (i.e., MOS degradation due to loss).
nology, this first step means that we calculate fhefactor.

Second, W€ assess the loss of interactivity using the NTT st_ugpé difficult to conceal at the receiver and lead to loss of entire
and the strict (task 1) and lenient (task 6 or free conversatloEEHc)nGI,neS and should be reported as glitches

tasks in Fig. 6. We assess the degradation due to echo in .hﬁn attempt to address together the burstiness and the nonsta-

path, using the Emodel curves in Fig. 7. In the Emodel termﬂbnarit . . . )
. y of Internet impairments is the one proposed in [31].
nalogy, this secand step means that we calculaté jlector as They defined high and low loss periods or variable durations,

Lq I:t Iﬁ(’ﬁdw\(lmfcil’ fj tL|r)1 + f{‘l-rrirf]“erlac“:]igévm%re)'nTlh'trd’i tv'zlel\(/:laél-s called “bursts” and “gaps,” respectivélyhe use of variable in-
culate the overall rating from (1) a € transiate itto “tervals appropriately addresses the burstiness in the following

In the rest of the paper, we present results in terms of MO : : : :
. . ) ays. First, the loss during gaps is enforced to be uniform by the
but the underlying calculations are in tiiescale. Throughout def)i/nition of a gap. During gu?st periods, we use Ilge:urvesy

the paper, we usé. and “degradation in MOS due to speec - L
distortion,” andZ, and “degradation in MOS due to delay” in_l?or bursty loss. Second, by dynamically partitioning each trace

terchangeably into its own gaps and bursts, we emphasize the peri(_)ds _of high

' loss, as opposed to calculating the loss rates over arbitrarily long
. intervals and smoothing them out. Due to real-time processing
E. Applying the Above Data to Internet Traces constraints in a commercial system, [31] made some computa-

To appropriately use the above data to assess the performdiffeal simplifications: tracking an average gap and burst instead
of Internet traces, we have to make sure that we app]y théﬁ]the actual values. In our offline analysis, we use the idea of
for the same conditions under which the subjective results hd'sts and gaps, but we avoid these simplifications.
been obtained. There are some important conditions underlying
those experiments. First, the durations of speech samples usedssessing Phone Calls

are carefully chosen. (|TU-T recommendation P.800 states thay\part from assessing short intervals, we would also like to
speech samples in the order of 2-3 s must be used to assess§iHirlate the rating that a user would give after talking on the
jective speech quallity [15]. Conversational tests in the order ophone for several minutes. Such a duration consists of multiple
min have been used in [28] and in ITU-T G.114 to assess int&hort intervals.
aCt|V|ty) Second, the loss pattem was considered uniform in a”|ndependent MOS rating of each short interydlas been
but one experiment (which considered bursty loss up to 100 mshown to correlate well with the continuous instantaneous rating
However, there is no guarantee that these assumptions holddpihe call [33]. Evaluating each interval leads to transitions be-
Internet packet loss and after applying playout buffering. Thirgween plateaus of quality, as represented by the dashed line in
the impairment remains the same throughout the experimeryy. 8. However, transitions between periods of high and low
One cannot apply thé; and /. curves to evaluate phone call§oss are perceived with some delay by the listener. For example,
lasting several minutes, during which impairments vary consig Fig. 8, a human would perceive the changes in quality ac-
erably. cording to the smooth solid line instead of the step-like dashed
A natural approach to address the first and third considefgre. This effect is known acency effectThe instantaneously
tions is to divide the call duration intiixed time intervalsand perceivedj8 is considered by [31] to converge toward the
assess the quality of each interval independently. Appropriate
interval durations could be those used in the experiments or th@f the number of consecutive received packets between two successive losses

. . . . less than a minimum valug,.;,, then the sequence of the two lost packets
talkspurt durations. The second consideration has to do with tjﬁ% the intervening received packets is regarded as part of a burst, otherwise,

burstiness in loss. As subjective results for long and arbitraribyrt of a gap. The choice @f.; then becomes important. At one extreme, a
bursty loss durations (which is the case in the Internet) are ot gmin would give small burst durations with high packet loss rate; on the
available, we consider that any performance evaluation in terfiger hand, a large... would group neighboring losses into one burst with

. - smaller loss rate but averaged over a larger period of time. As the loss in a gap
of MOS should be supplemented with statistics about the Iq§§100 / Gunin )%, We Ch00S@.in > 1 s that leads te 1% loss in gaps and to

durations themselves. In particular, loss durations above 100 mgningful durations in the order of a few seconds.

1e(15%)=35
] S

25F

overall le
at the end of 1
the call

1
theoretical average le, across
an interval with 5% loss
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(loss) for a gap or burst, following an exponential curve with
time constantdi,.q = 5 s for the high-loss anly,0q = 15 s PP,
for the low-loss periods. The constants are based on the stu F
in [32]. PR PR (AR

The last step is to compute the overall rating at the end of P,
call, based on the instantaneously perceived quality during tH3€ P T A ASHF A P, P,
call. It has been shown in [33] that, at a first approximation - ] (7 (R)
the overall rating is the time average of the instantaneously pe B
ceived MOS. In [31], the final rating is further adjusted to in-
clude the effect of the last significant burst and had good corre
lation with subjective results [34], [35]. Notice, however, that ar
individual might forget some bad moments in the middle of the
call that a network provider might be interested in monitoring
and eliminating. To highlight these bad moments, we also rep@[§ 9. probes measurements.
the worst quality experienced during a call.

In summary, we use variable bursts and gaps, the recency ef-

fect, and the overall rating at the end of a phone call. Forty-three paths in total were used, obtained from seven
different providers, which we refer to as, ®,,...,P; for

anonymity purposes. The measurement setup is shown in
Fig. 9. The bidirectional arrow drawn between SJC and AND

In this section, we describe the measurement experiment angans that measurements were collected from SJC to AND
the main delay and loss characteristics observed over the bagid from AND to SJC using providers; Rnd R. All paths
bone networks of seven Internet providers in the continentgle backbone paths, connected to the measurement facilities
U.S. An extensive characterization and modeling of these me@rough either T3 or T1 links. Paths for all providers are two
surements can be found in our followup work in [36] and [37]ways, except for those shown in parenthesis.

The probes were 50 bytes each and were sent every 10 ms

A. Related Work from Tuesday 2001/06/26 19:22:00 until Friday 2001/06/29

There has been extensive work on measurements and cha?c20:00 UTCt GPS was used to synchronize senders and

terization of delay and loss in the Internet. This research togceVers and the network delays were inferred by subtracting
continuously evolves along with the evolution of the networl'® Sender's from the receiver's timestamp. The load generated

and the applications. Of interest to this study are delay and I¢8the Probes was insignificant and did not affect the delay and
measurements over the public Internet, and backbone netwdfi&S characteristics of the networks.

in particular, with respect to speech and multimedia transmis- )
sion. C. Observations on the Traces

In the early 1990s, Bologt al. sent audio traffic and mea- 1) Network Loss:Let us first discuss the loss events found
sured the delay and loss incurred. In [38], by the same autharsthe measurements. Only one out of the 43 paths had consis-
delay variability was found to have the form of spikes and wagntly no loss during the 2.5 days. All the other paths incurred
modeled as the result of multiplexing the audio flow with an Inoss with characteristics that vary among different providers and
ternet interfering flow. In [39], the audio loss process was foungbmetimes also between paths of the same provider.
to consist mostly of isolated packets. This is not necessarily theFor four paths, belonging to the same providey)(Ringle
case either intoday’s Internet or in our measurements [36], [3phckets were lost regularly, at 0.2% rate and for the entire mea-
In [40], multicast measurements were used to study the tegurement period. For the remaining 38 paths, loss was concen-
poral and spatial correlation of packet loss in the MBONE, exrated over relatively short periods of time, at rates ranging from
ploiting the multicast tree topology. A recent study [41] cont0% to 100%. However, averaged over the entire measurement
ducted a large-scale experiment where MPEG-4 low-rate vidgeriod, loss appears to be low: no more than 0.26% of all packets
was streamed to clients located in more than 600 cities and sige lost on any path.
tistics were provided for the quality of the streaming sessions.

Finally, another relevant recent study is [42], which focused on°By taking into account the providers’ access bandwidths, we are able to com-

; : P : ute the transmission time and infer delays for any voice packet size from the
link failures on Sp”m s backbone network and their effect 0B‘obe delays. The 10-ms sending interval is small enough to simulate the highest

VoIP quality. The same group followed up on this work withate at which a VoIP encoder/packetizer might send packets. By appropriately
[43]; they measured and characterized link failures which remitting probes, we can simulate lower packet rates or silence periods. For ex-
sult in routing reconfigurations, possible service disruption, aliﬁi‘p'ev by omitting 100 consecutive probes, we simulate a silence period of 1 s.
L S0, by omitting every other probe packet, we can simulate voice packets sent
packet loss similar to the ones we observe. every 20 ms.
“We have also studied a similar data set, also collected by RouteScience, for
B. Probe Measurements 14 days (from 04:53:08 on 2000/12/1 until 23:59:59 UTC on 2000/12/14) using
. _the same providers and three of the same measurement facilities, namely, SJC,
Our study is based on delay and loss measurements provigegR, and ASH. The advantage of the earlier over the current measurement set
by RouteScience, Inc., San Mateo, CA. Probes were sent ibshat it covers a longer time period. Its main drawback is that probes were sent

and collected at measurement facilities in five major U fgt 100-ms intervals, which are larger than those used by VoIP encoders. All the
' Tésults we present are based on the current, fine granular data set. In the context

cities: San Jose, CA (SJC), Ashburn, VA (ASH), Newark ihis paper, the earlier set of measurements was only useful to validate that
NJ (EWR), Thornton, CO (THR), and Andover, MA (AND). our current findings are true over a longer time period.

AND

EWRR 7 ()

Pl s Rl A

IV. INTERNET MEASUREMENTS



754 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 11, NO. 5, OCTOBER 2003

In addition to the loss rate, of interest to voice applications 40

is the loss duration. We define as loss duration the period of 400t
time during which all probes are lost; this would result in a
voice segment of the same duration being lost. Loss durations
varied from 10 ms (one voice packet lost) up to 167 s. Six out  3o00;
of seven providers experienced particularly long loss durations, «
in the order of tens of seconds, which we call outages. Outages E
happened at least once per day; for the six paths of provider P > 200}
they were a recurrent phenomenon. For two providers, the out- g
ages were correlated with changes in the fixed part of the delay;
an example is shown in Fig. 12(a). The change in delay was in 100}
the order of 1-2 ms and it would not be noticed if it were not ac-
companied by loss. Other outages happened simultaneously on
many paths of the same provider. Finally, some outages were a9 2895 290 2905 201 2915 202
repeated at exactly the same time on both days. time in sec

. Be.lsed on the long outage d.uratlons and on the_over_proMJ-_ 10. Example of delay spike, frequently appearing on provider P
sioning of IP backbones, we attribute the outages to link failure§ir_p, —AsH, wednesday 2001/06/27 UTC).
rather than to congestion. Link failures happen due to various
reasons, such as linecard or router crashes, fiber cuts, and main- 140
tenance operations. Typically, routing protocols need at least
5/15 s to converge to a new configuration when a link goes
down/up, respectively. During this reconfiguration period, for-
warding may be disrupted and voice packets may be lost. The
reader is referred to [43] for a study of link failures and for the
timers used during routing protocols convergence. The changesg 8
in the fixed part of the delay that were observed to accompany ¢
an outage are good indications of routing changes. Furthermore & 60

e . . -]

the repetition of outages at the exact same time of each day in-
dicates daily maintenance operations. Simultaneous outages or
many paths of the same provider, indicate a failure of a shared
link.

2) Delay Characteristics:As far as delay is concerned,
there are two characteristics of interest: the fixed and the | , . il | . ,
variable part of the delay. Thiixed partof the delay consists 0 100 20 300 . 40 500 600
of propagation and transmission delay and it is low (i.e., below
the noticeable 100-150 ms) on the backbone networks unégr 11. Ten minutes on the path from EWR to SJC, using provideoR
study. Indeed, transmission delay is negligible on high-speé'dJ'Sday 2001/06/28. The delay distribution alternates between two states. The

backbone routers. Propagation delay is below 10 ms for Cofﬁgond transition is accompanied by a 30-s period of loss (157 clips; the longest

munication on the same coast and in the range of 32-45 méEs long).
for coast-to-coast. Surprisingly enough, there are paths for
which the fixed delay was as high as 78 ms, which is twice aswe also observed many regular patterns. A first example,
large as the coast-to-coast minimum delay. This suggests thaich we callhigher plateausis shown in Fig. 11. Such events
routing may not follow the shortest path. Unfortunately, waappen on paths of provideg Bnd B, last for several minutes,
have no routing data available to verify this claim. Additionadnd are sometimes accompanied by long loss. The second
contributions to the total end-to-end delay can come from slayxample is th@eriodic clustered delay spikehown in Fig. 12.
access links, from packetization at the sender, and from playqtiie periodicity of these patterns as well as the magnitude of
delay at the receiver. In additiomelay variability leads to their spikes makes it difficult to explain through queueing and
further packet drops in the playout buffer due to late arrivals. interleaving with interfering traffic. Furthermore, this periodic
Delay variability always had the shape of spikes. An examppattern is repeated every 60-70 s on all six paths of the same
is shown in Fig. 10: there is a sudden increase in delay, fgrovider for the entire measurement period. We attribute this
lowed by a roughly 45decrease. Different paths had differenperfectly periodic pattern to a router operation (such as debug
height/frequency/clustering of spikes, but spikes are the dorojptions turned on or implementation-specific internal tasks)
nant delay pattern on all the backbone networks we studied.or to network control traffic (such as periodic routing table
Delay variability may be caused by queueing (in which caggdates). During those periods, a router may stop forwarding
the delay pattern should be random) or due to other router-spi@ffic to serve higher priority tasks, resulting in the observed
cific operations (in which case the delay pattern is more regulaspikes.
On most paths, we observed very limited delay variability due 3) Characteristics per ProviderThe paths have a consis-
to queueing, as is expected on well-provisioned backbone niett behavior across the days observed. Furthermore, paths of
works. However, in some cases (mainly on providgrai®d B), the same provider have, in general, the same delay and loss
there were increased delay percentiles during business hquattern, whether they are short or long distance. This is intu-
compared with night, indicating increased traffic load. itively expected, as backbone network elements are shared by

150
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40
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400

of clusters of spikes, that last for 5 to 10 min and appear during
asol | peak hours. Delay statistics for a typical path of provideaf®
computed in 10-min intervals for an entire day and are shown
300¢ in Fig. 13. These paths can lead to acceptable performance if an
appropriate playout scheme absorbs the delay variations. The
two remaining R paths are inherently poor, due to particularly
high delays (as high as 800 ms) and many outage events (almost
one every hour).

Delay on the two paths of provider, Rilternates between

two states. During the off-peak hours, delay in the long distance
! path is in the 37-50-ms range; during the busy hours it jumps
! ‘ to higher plateausn the range of 37—-120 ms that last several
minutes, as in Fig. 11, or several hours. Loss, at high rates and
, , , . . , , long durations, happens at the transitions between these states;
° o Hheinsee an example is shown in the same figure.

@ The paths of provider f£have good performance. One of
them had no loss at all. In the remaining five paths, single
packets (10-ms speech) were lost regularly every 5 s on
average, (or at. 0.2% rate). These can be concealed without
any perceived effect on the voice application. Delay and delay
variability were also low.

Delay on all six paths of provider,Rollows the periodic pat-
tern of Fig. 12. Clusters of spikes 250—300 ms high and lasting 3
s each are repeated every 60—70 s. The perfect periodicity on all
paths and for the entire measurement period as well as the height
of the spikes hint toward network control traffic or a periodic op-
eration specific to the routers used by this provider. These paths
also exhibit outages in the order of tens of seconds, 3—4 times
per day, accompanied by changes in the fixed delay; an example
is shown in Fig. 12(a).

The six paths pertaining to provideg RIso have low delay
variability in the order of 2-10 ms. Occasional spikes can be-
come higher during business hours. Two of the long-distance
paths experience no regular loss across the entire day. The other
four paths incur loss durations approximately 200 ms (18-24
packets) at negligible rates. All six paths incur 1.1-2.5 s loss, at
the same time (2:40 on Thursday 2001/06/28).
| Provider R exhibits low delay variability (typically within

2 ms) and negligible loss. The only problem on these paths are
\ | 1.5-12 s periods of 50% loss. There are also frequent changes
\ in the fixed delay which are not accompanied by loss. The two

»
o
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o
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2501

0 50 100 150 200
time (sec)

(b)

350
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2501

long-distance paths of provider, lhave practically no delay
variability and exhibit excellent performance except for a single
100l \ ] outage that happened at the same time on both directions (119 s
\ in one and 167 s in the other direction) and preceded a change
in the fixed part of the delay. A few single packets dropped (five
in 2.5 days) and delay spikes as infrequent as every 10 min are
negligible.

%3 54 95 E;G 9‘7 9‘8 9‘9 100
time (sec)
(©)
Fig. 12. Periodic delay pattern on EWR—SJC on Wednesday 2001/06/27. [N this section, we apply the assessment methodology of Sec-
Clusters of delay spikes (spikes are 300-350 s high and clusters last 3s eachjiare 11l to the traces of Section IV. We first go through the
repeated every 6070 s. (a) One hour: Wednesday, 21:00-22:00. (b) Zoonmwsis of an example path. Then, we present results for ex-
in on 200s. (¢) Zooming in on 7s. ample paths of different providers.

Our choices for the VoIP system are summarized in Table I11.
many paths of the provider. In Table I, we present the 43 pather both the talkspurts and the silences distributions, we use ex-
grouped per provider. ponential with mean 1.5 s; the minimum talkspurt duration is

The ten long-distance paths of provideréxhibit high delay 240 ms, as suggested in [44]. As far as the playout buffer scheme
values, both for the fixed and the variable part. The delay vais concerned, we considered both fixed and adaptive. The ob-
ability comes in the form of single spikes (Fig. 10) or in the fornmective of this paper is not to design a new playback scheme

V. NUMERICAL RESULTS
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TABLE I
CONSISTENT CHARACTERISTICS PERPROVIDER
Provider | number | Distance delay typical loss long loss (outages) VoIP
of paths variability duration (ms) | duration (sec) | times per day quality
Py 8 long high 10-500 1-15 1-2 can be fair
4 long high 0 25-40 10 poor
P, 1 short two different 0-20 1.5 3 good, except for
1 long states 200-400 5-15 2-3 state transitions
P3 2 short low 10 20 1 good
4 long Tow 6-20 2
Py 2 short periodic 10-100 15-30 3-5 poor
4 long spike clusters
Ps 2 short low ~200 1.1-2.5 1 good
4 long low or 0 (on all paths) | (on all paths)
Pg 4 short very low 20 1.5-12 1-2 excellent
5 long very low 0-100
Py 2 long very low 0 116, 167 1 excellent
700 ; : : : 500 - -
° e maximum Mo .'l'
¢ 90% 450F non
600F = 50% : AN s
A minimum 400}t TR
:': : V!
5007 . . 350 nhi
'
1

o
[

Fig. 13. Example path of provider;P(THR-P,—ASH) on Wednesday
2001/06/27. The delay percentiles are computed for 10-min intervals.

10 15
time of the day (UTC)

TABLE I
SUMMARY OF SIMULATIONS SETTINGS
Component Options Considered in Simulations
Talkspurt exponential, mean=1.5sec, min=240ms
Silence exponential, mean=1.5sec

Call duration

exponential with mean:
3.5 min (business), 10 min (residential)

Compression G.711, G.729
Tasks Task 1 (strict), Emodel (average)
Playout Fixed throughout a call (various values)
Spike-Det (as in [6])
“Improved" (as in [36])
Traces THR-P; -ASH, 15 min (Wed 14:00-14:15)

used

THR-P; -ASH, 1hour (Wed 14:00-15:00)

THR-P;-ASH, 1 day (Wed 0:00-23:59)
EWR-Ps-SJIC, 1 day (Wed 0:00-23:59)

SJC-P4-ASH, 1 hour (Wed 20:00-21:00)

ment the adaptive schemes proposed in [6] because they are el

MOS degradation
due to loss

MOS degradation
due to delay

overall MOS
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()

/
/
'

'

)
e LT L) e

RNttt

1 1 L
600 700 800 900

= = fixed playout at 100ms

«+ baseline adaptive
= improved adaptive

L
200

L
300

|
500

¥

1 L
0 100

1
200

L L
300 400

I i L
500 700 800 900

time in sec

(b)

Fig. 14. Example of a 15-min call (Wednesday 2001/06/27, 14:00-14:15,
UTC) and its perceived quality for fixed and adaptive playout. Path
THR-P,—ASH. (a) Network and playout delays. (b) Time-varying impairments
nor to exhaustively evaluate all existing ones, but to use re8fd nstantaneous quality.
istic schemes to evaluate VolP performance. We chose to imple-

Fxample Path

known and computationally light (and thus, suitable for simple Let us first consider the example trace of providerdnd
implementations), yet are able to follow the network delay varé call taking place from 14:00 until 14:15 on 2001/06/27. The
ations. In particular, we used the spike-detection algorithm wigielected trace exhibits large delay variations and a period of sus-

its default parameters as the baseline adaptive scheme.

tained loss. Fig. 14(a) shows the network delays and the playout
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45 ' ' ' ' ' ' TABLE IV
TUNING THE PARAMETERS AND THE EFFECT ON THEPERFORMANCE
at OF THE BASELINE ADAPTIVE PLAYOUT OVER THE 10 ARST MINUTES
OF EXAMPLE TRACE P,
83 wetght | threshold % loss avg avg
a ENTER delay MOS
» 3r 0.99802 100ms 3.29% 103 ms 2.7
o same 50ms 2.35% 108 ms 2.88
= same 30ms 0.8667% | 132 ms | 3.18
same 20ms 0.17% 166 ms 3.26
0.875 20ms 7.55% 98 ms 1.82
2 - . — 0.90 T00ms 682% | 98ms | 196
avg task, EL=51dB, G. 0.95 same 5.1% 102ms | 148
151 o o tatiomt oo | 0.98 same 26% | 13 ms | 2.66
- avg task, EL=41dB, G.711 0.99 20ms 1.5% 125 ms 2.92
] , , _ |4 avg task, EL=51dB, G.729 0.99 30ms 2.62% | 109 ms | 2.67
100 150 200 250 300 350 400

m2e delay (ms)
to the tuning. Table IV shows that the performance of the algo-
Fig. 15. Combined MOS (including both loss and delay impairments) at thithm is poor not only for the default parameters used in Fig. 14,
end of the 15-_min example f:all. Various configurations are considered: teﬁlﬁt also for a wide range of the parameters.
(average or strictfy L = {90701(_18,41 d_B},and compression scheme (G.729 This motivated us to desi | t sch that
or G.711). Fixed playout is applied during the entire call. gn our own playout schemes tha
would be appropriate for these backbone delay variations [36].
One of the schemes we considered was a percentile-based al-
) o ) i gorithm, similar to [7]. As a further improvement, we dynami-
times using fixed and adaptive playout. Fig. 14(b) shows the Q)1 adjusted the percentile to achieve the maximum MOS as a
responding perceived quality. These results were achieved UsiiSction of both delay and loss (see Fig. 15). The performance
G.711, which has a high intrinsic quality, an adequate echo cgfithe “improved” scheme is shown in Fig. 14 together with the
cellation(£L = 51 dB) and requiring medium interactivity.  fixeq and the baseline scheme. Indeed, the “improved” scheme
Let us first consider a fixed playout at 100 ms. The qualitychieves a tight upper bound of network delay in Fig. 14(a) and
is acceptable during the first 10 min, but not during the lagtnotices quickly the sudden change in delay pattern. Thus, it re-
5 min, as shown in Fig. 14. Clearly, the larger the playouyits in low loss and delay impairments and high overall MOS
delay, the smaller the loss due to late arrivals, but the larger fage Fig. 14(b)]. In the context of this study, we evaluate the
delay impairment. However, the overall MOS is a combinatiofgces using existing algorithms.
of both impairments and there exists a tradeoff between l0ssHaying discussed one call in detail, let us now consider many
and delay, shown in Fig. 15, leading to an optimal value of theyis initiated at random times, uniformly spread over an entire
playout delay that maximizes the overall M@Ss, delay). A hour, e.g., from 14:00 to 15:00. We consider exponentially dis-
similar loss—delay tradeoff holds under any VoIP configuratiofsiputed call durations as in [4]. 150 short (3.5-min mean) and
However, the optimal delay value and the maximum achievalyg |ong (10-min mean) durations simulate business and residen-
MOS may differ. For example, G.729, which starts at a lowgfa| |ong-distance calls, respectively. To rate each call, we use
intrinsic quality, can achieve the maximum, MOS 3 and, poth the minimum MOS during the call (that a network operator
thus, cannot be carried at acceptable quality levels during thgyht want to eliminate)and the more lenient rating at the end
considered 15 min. Similarly, a strict interactivity requiremer(thata human would give), as discussed in Section IlI-F. Fig. 16
(Task 1) or an acute echo (e.g:L = 41 dB), would lead t0 shows the cumulative distribution (CDF) of ratings for the 200
maximum MOS 2 3, which is unacceptable. An appropriate:a|ls, using both measures. If fixed playout is used [Fig. 16(a)],
fixed value for the entire 15 min is around 200 ms. Howeveihen the choice of the fixed value becomes critical: 150 ms is
a more appropriate choice is 130 ms for the first 10 min angceptable (only 6% of the calls have final rating below 3.6)
250 ms for the last 5 min. and only 8% of them experience a period of MQS3.6) while
Adaptive schemes adjust more frequently, i.e., every talkp0 ms is totally unacceptable; 90% of the calls have rating at
spurt. The baseline adaptive scheme operated near the optithalend below 3.6. For the adaptive playout [Fig. 16(b)], we ob-
region achievingnax MOS = 3.6 for an average delay of serve the following: 1) the CDF is more linear than for the fixed
122 ms. Fig. 14 shows the playout delays and the resulting petheme; 2) this performance is acceptable, but still not excellent;
ceived quality. In Fig. 14(b), we show the loss impairment (dugd% of the calls have overall MOS8 3.6, and 50% of them ex-
to loss in the network and in the playout buffer), the delay inperience a period of MOS 3.5 at least once); and 3) tuning of
pairment, and the overall MOS. The baseline algorithm fails &fe parameters does not lead to significant improvement.
the following points. First, it tries to follow the network delays While in Fig. 16 we plot the entire CDF, in Fig. 17 we con-
too closely during the first 10 min, thus leading to significardider only some percentiles (i.e., worst rating, 10%, 50%, 90%,
loss rates and many clips of small duration. Second, it result80%) of call ratings for each hour-bin of the entire day, e.g., the
in long loss durations in the transition around 600 s. Third, thgints in Fig. 17(a) for Houg= 14 are consistent with Fig. 16(a).
p = d + 4v formula leads to significant overestimation of thedut of the 200 calls between 14:00 and 15:00, the worst rating
delay, and thus, delay impairment, during the last 5 min. was 1.1; 10% of the calls had MO$ 1.4%, 50% of the calls
Noticing these problems, we tried to tune the baseline playdud MOS < 3, 90% of the calls had MO 3.75, and some
for this trace, and we found that its performance is very sensitigalls had perfect rating.
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Fig. 16. CDF of call ratings in one-hour period (Wednesday 2001/06/27" 25
14:00-15:00) on a loaded path (THR—ASH). (a) Fixed playout at 100 and 2
150 ms. (b) Adaptive playout.

Fig. 17(a) shows that a fixed playout at 100 ms is unac
ceptable when the delays on the path are high, i.e., during the
business hours. In practice, the choice of the fixed playo

10 15 20
Hour of the Day

(©

H . 17. Call quality statistics for every hour of an entire day (Wednesday

value should not be the same for the entire day, but showlghi/06/27) on a loaded path (THR-ASH). Playout used: (a) fixed at
be infrequently adjusted. In Fig. 17(c), the adaptive playouito ms; (b) fixed at 150 ms; (c) adaptive with default parameters.

had the same performance for the entire day including the

business hours, because it was able to monitor the changesg.in
the network delays. The reason 10% of the calls in any hour sfi
had MOS< 3.5 is the sensitivity of the scheme to the tuning o
its parameters. The bad rating at 14:00 is due to network Ios%

calls have overall MO 3.5 and 80% of the calls expe-
lence MOS< 3.5 for some period. If more interactivity is re-
uired, then the entire CDF degrades by approximately 0.8 unit
f MOS. If an appropriately high fixed delay is chosen, perfor-

mance improves: only 10% of the calls have MQ@S3.5. Be-
B. Other Types of Paths cause the spikes are 250-300 ms high, they cannot be accom-

We applied the same procedure to different types of pat
Paths of very low delay and low delay variability, mainly be-

longing to providers Pand R, achieve an excelient MOS atC- Discussion
all times except for the rare cases when outages occur. Giverd) On the Performance of Backbone Network3ur study
that the fixed part of the delay on these paths is below 50 msslzows a large range of behaviors across backbone networks.
conservatively high fixed playout delay of 100-150 ms is suffifHowever, behavior was mostly consistent across paths of the
cient to yield excellent performance, except for a few very higkame provider and similar for short and long-distance paths.)
delay spikes. Ninety percent of the calls on the example pathTiere are some backbone networks that exhibit good character-
provider R, have4 < MOS < 4.4. Only two calls in the entire istics and are already able to support voice communication at
day have a low rating, because they overlapped with outagkigh-quality levels. Other backbone networks exhibit undesir-
The performance degrades when the adaptive playout triesatde characteristics, such as large delay spikes, periodic delay
closely follow the network delay; this is unnecessary for thegatterns, outages correlated with changes in the fixed part of
paths, where delay does not vary significantly. the delay, and loss simultaneously on many paths. These char-
In contrast, paths of provider,Rexhibit periodic clusters of acteristics lead to poor VoIP performance. Using the G.711 en-
spikes that are as high as 250—-300 ms (see Fig. 12). The dalagier with high intrinsic quality, good echo cancellation, and
pattern is the same across the entire day and we examine a tgp+ interactivity requirements, these paths are barely able to
ical hour. If the baseline adaptive playout is used, then 20% mfovide acceptable VoIP service (MOS 3.6). Performance

rqgodated without loss in interactivity.
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is even worse when interactivity requirements are strict (MOS ACKNOWLEDGMENT

decreases by roughly 0.5—1 units) or when echo is inadequately

canceled. Support of G.729, which has lower intrinsic quality, The authors would like to thank the anonymous reviewers

is possible only on the good paths. for their invaluable feedback. Special acknowledgment goes to
Action for improving the VoIP performance can be taken inA. Vyas for helping with the processing of the traces for valu-

side the network and/or atthe end systems. Most of the problegtsie discussions throughout the project. They also thank Route-

we identified in the backbone networks seem more related to Bxjence, Inc., for providing the measurements used in this study.

liability (e.g., link failures and routing reconfiguration), network
protocols (routing protocol exchanges or other control traffic),
and router operation (e.g., debug options, router “vacations”)
than to traffic load. Therefore, in these high-bandwidth environ-
ments, more effort should be putinto understanding the network
operation and improving reliability rather than on quality-of- [1]
service mechanisms. To mitigate network-induced impairments,
the end systems can also use some mechanisms, including PL,
(to mitigate the effect of packet loss), playout scheduling (to
absorb delay variability), and path diversity techniques. The ef-
fectiveness of such techniques is limited by the magnitude ofl®
the impairments introduced by the network. [4]

2) On the Playout Buffer:In this paper, our intention was
to consider some realistic playout schemes as part of th%]
end-to-end VoIP system. We first considered fixed playout for a
range of fixed playout delays, as a benchmark for comparisonjs;
For most of the paths, an appropriately high fixed value led to
high overall perceived quality.

We then considered the adaptive schemes proposed in [6],
in order to support VoIP in high-delay paths and consider
strict interactivity requirements. However, we observed that
the baseline adaptive scheme did not perform well over thel
backbone networks under study. Furthermore, it was sensitive
to the tuning of its parameters. The reason is that the delay9]
pattern consists of spikes and there is no slow-varying com-
ponent to track in these backbone networks. We next tried g
percentile-based approach, similar to the one proposed in [7],
but also taking into account the loss—delay tradeoff of Fig. 15,
in order to choose the percentile that optimizes the overa|[111]
perceived quality MO@oss, delay). In this paper, we only
present sample results from this approach. In [36], we continue
the work on playout scheduling in two directions. First, wel12]
demonstrate the need for making the algorithm learn the
network delay pattern and adjust its parameters appropriatelj.3]
Second, we design different modes of operation, depending on
the user preference between loss and delay. [

V1. CONCLUSION [15]

In this paper, we assess the ability of Internet backbones tid6]
support voice communication. We compare and combine re-
sults from various subjective testing studies and we develop %7]
methodology for assessing the perceived quality of a telephores]
call. A key asset in our study is the use of network measure-
ments collected over backbones of major ISPs. [19]

Although backbone networks are, in general, sufficiently pro-
visioned, and thus, expected not to cause problems for data
traffic, we find that this is not necessarily the case for voicel20]
traffic. Some backbone networks exhibit fairly good character-
istics, leading to a confirmation that packet voice is a sound af21]
proach. Other backbones exhibit problems that seem mostly re-
lated to reliability and network operation. As long as problems
exist but remain below a certain magnitude, some measures cg#,
be taken at the end systems to mitigate their effect.
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