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Abstract—Media streaming applications over wireless links face
various challenges, due to both the nature of the wireless channel
and the stringent delivery requirements of media traffic. In this
paper, we seek to improve the performance of media streaming
over an interference-limited wireless link, by using appropriate
transmission and playout control. In particular, we choose both
the power at the transmitter and the playout scheduling at the re-
ceiver, so as to minimize the power consumption and maximize the
media playout quality. We formulate the problem using a dynamic
programming approach, and study the structural properties of the
optimal solution. We further develop a justified, low-complexity
heuristic that achieves significant performance gain over bench-
mark systems. In particular, our joint power-playout heuristic out-
performs: 1) the optimal power control policy in the regime where
power is most important and 2) the optimal playout control policy
in the regime where media (playout) quality is most important; fur-
thermore, this heuristic has only a slight performance loss as com-
pared to the optimal joint power-playout control policy over the
entire range of the investigation.

Index Terms—Adaptive playout, cross-layer optimization,
dynamic programming, multimedia streaming, network control,
quality-of-service, wireless multimedia.

I. INTRODUCTION

RECENT advances in video compression and streaming,
and also in wireless networking technologies (next-

generation cellular networks and high-throughput wireless
LANs), are rapidly opening up opportunities for media
streaming over interference-limited and erratic wireless chan-
nels. Supporting high-quality media applications over wireless
channels introduces technical challenges at multiple levels,
including the important problems of: 1) transmitter power
(and/or rate) control and 2) receiver playout rate control. In this
paper, we formulate and investigate the joint power/playout
control problem for media streaming over wireless, coupling
the receiver and transmitter actions to achieve substantial
performance gains.
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We briefly note the following intuitive points regarding
the core tradeoff of transmitter power versus receiver playout
quality for media streaming across a wireless channel of fluc-
tuating quality. Suppose the video content should normally
be played out at packets (e.g., frames) per time slot at the
receiver. If the playout buffer runs empty, the video freezes and
the user gets annoyed significantly. This may happen during
periods when the channel has low-quality (high interference
and/or other impairments) and packets may have to be trans-
mitted several times. To mitigate the risk of playout buffer
underflow, the system has the following options.:

1) The transmitter may increase its power to overcome the
channel interference and/or other impairments and suc-
cessfully push packets to the receiver buffer, which is oth-
erwise at risk of underflow. In conjunction with power, the
transmitter rate may also be increased to amplify the effect.
Power (and/or rate) increases, however, stress the channel
further, deplete the battery power of mobile nodes and thus
should be very carefully exercised.

2) The receiver buffer may slow down its playout rate in order
to extend the time until underflow if fresh packets do not ar-
rive from the transmitter. In the extreme, it may even pre-
emptively freeze playout for some time to accumulate a suf-
ficient number of packets to increase the probability that it
can provide a smoother playout later on. The penalty is that
playout rate slow-down (and especially freezing) is noticed
by the user as a media quality degradation and should be
avoided if possible and exercised judiciously if not. More-
over, variations (jitter) of the playout rate also degrade the
user-perceived video quality and should be avoided.

On the other hand, during high-quality periods of the channel
(interference and other impairments are low), the transmitter
has an opportunity to push many packets to the receiver (de-
pending on the space in the playout buffer) and replenish the
playout buffer at low power. In a nutshell, transmitter power
increases may overcome channel interference/impairments and
feed the playout buffer to prevent it from underflowing, but at
the cost of stressing the channel more (and other users sharing it)
and depleting battery energy (on mobile transmitters). In turn,
the playout buffer “cushions” the channel’s quality lows and,
hence, lowers the average transmission power and extends the
battery life of mobile transmitters. The combination of power
and playout control improves the key power-quality tradeoff.

In this paper, we address the important question of how to
jointly leverage both power and playout control dimensions for
high-performance wireless video. The goal is to design a joint
power-playout control technique which: 1) supports a desired
video playout quality at the 2) minimum stress to the wireless
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channel (interference) and the transmitter battery. These com-
peting goals define the key power/media-quality tradeoff. In
this paper, we primarily focus on streaming pre-stored media
content over a wireless link, e.g., movies to wireless TVs or
video/music-clips to portable computers or personal digital as-
sistant (PDAs). These applications can typically tolerate some
latency, as long as the entire content is delivered correctly and
played out smoothly. This is an important example scenario
where the benefits of joint power/playout control can be real-
ized. An important attribute of this scenario is that the optimal
solution requires slowing down the playout below the nominal
speed, but does not require speeding up beyond the nominal
speed.

The rest of the paper is structured as follows. In Section II,
we present related work. In Section III, we develop a parsi-
monious formulation/model that captures the key performance
tradeoff and provides a framework for computing and evalu-
ating efficient dynamic power/playout control algorithms. This
formulation is general and flexible in terms of the performance
costs it can incorporate. We leverage the dynamic programming
methodology to obtain optimal controls and we characterize
their structural properties. In Section IV, we study interesting
and practical special cases, when a subset of the control
variables is used, e.g., power-only control or playout-only
control. In Section V, we design practical heuristics based
on the analysis of the optimal policies and we evaluate their
performance in a markovian interference environment, as well
as in a responsive interference environment; we demonstrate
that the proposed heuristics achieve substantial performance
gains over benchmark systems, yet they are simple and have
low-complexity. In Section VI, we discuss how our framework
could be applied/extended to address real-world streaming
scenarios. Section VII concludes the paper.

II. RELATED WORK

Wireless video is a large problem space with several aspects
and control parameters; a nice discussion can be found in [5]. In
this paper, we focus on controlling power at the transmitter and
playout at the receiver and on exploring the tradeoff between
the two. In the past, these problems have been studied sepa-
rately. Power control offers potentially many benefits: it can in-
crease network capacity (via interference mitigation), maintain
link quality (via adaptation to variations), and conserve energy
on mobile terminals. It manages the key trade-off between delay
experienced by individual packets and the power (energy) spent
in their transmission [1], [14], [16], [17]. Playout control at the
receiver can mitigate packet delay variation and provide better
jitter suppression and smoother playout. Adaptive playout has
been used in the past for media streaming over the Internet for
both audio [20], [21], [26] and video [12], [13]. Our work fo-
cuses on the joint power-playout control, and the improvements
that result from the interaction between the two.

There is a considerable body of related work on optimizing
media transmission over a network and on cross-layer optimiza-
tion over wireless in particular, e.g., [23]. Reference [24] uses
dynamic programming to obtain the best quantization levels and
perform rate control. A discussion on recent advances on net-
work-adaptive video can be found in [6].

Fig. 1. Power-playout controlled streaming of pre-stored media over a wireless
link: the system has control of the transmitter’s transmit power p (and modem)
and the receiver’s playout rate r.

Among those, [3] develops a framework for rate-distortion
optimized streaming: in every transmission opportunity, a de-
cision is made as to which media units to transmit and which to
discard, so as to maximize the expected quality of received video
subject to a constraint in the transmission rate. In contrast, we
take a network control perspective, with power and playout being
the main control variables of interest in this paper. In particular,
we allocate power and playout rate to hide the channel varia-
tions, while RaDiO allocates bandwidth efficiently across video
frames. In other words, our control policy “rides” on channel
state fluctuations while RaDiO “rides” on frame size/transmis-
sion status fluctuations. In this paper, we only consider scenarios
where the sender is not allowed to drop any packets and focus
on control policies that exploit channel fluctuations, as opposed
to media units dependencies. In summary, both works try to
improve video transmitted over networks, and provide analyt-
ical frameworks based on dynamic programming. However:
1) the two modeling approaches are different and 2) they have
been applied so far to address orthogonal axes of the problem
(namely power/playout control versus rate-distortion optimized
scheduling). Our follow-up work, [18], extends our framework
to include packet-scheduling control and distortion costs.

An early version of this work appeared in the IEEE Packet
Video Workshop [19]. This journal version is extended to in-
clude: 1) additional results, including illustrative examples of
the joint control, the re-buffering special case, the responsive in-
terference environment, and a range of channel parameters and
2) a discussion of applications to real-world scenarios and pos-
sible extensions.

III. BASIC MODEL AND PROBLEM FORMULATION

In this section, we describe the streaming scenario under
study and introduce the basic model, performance tradeoffs
and control issues. We formulate the problem within a Markov
decision process framework and use dynamic programming to
compute the optimal control. We consider a system shown in
Fig. 1, which is comprised of a transmitter (Tx) and a receiver
(Rx) communicating over a wireless communication link. Time
is slotted and indexed by The transmitter is
equipped with a buffer where media packets are initially
stored (at time 0). The receiver is equipped with a buffer of size

, where received packets are queued up while waiting to be
played out.

In this paper, we focus on pre-encoded and stored content,
where a small playout buffer is acceptable at the receiver. We
focus on the case of reliable and timely delivery of all packets
to the receiver. This is the requirement today for delivery
of MPEG-2 coded content from a PVR over a wireless link
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to a wireless TV display (though it is not a requirement for
streaming error-resilient MPEG-4 or H.264/MPEG-4 advanced
video coding (AVC) coded video over a wireless link). Because
of the reliable delivery assumption the dependencies among
packets, and error propagation that result from losses, can be
ignored. However, the reliable delivery requirement means
that if one falls behind in delivery of the media, one does not
have the option of discarding packets to catch up. The viewer
wants to view the entire media content played out as smoothly
as possible with minimal freezes and minimal playout speed
variation. High viewing quality is achieved by keeping buffer
underflow duration (freezes) and jitter as low as possible; and
this must be achieved while minimizing the power requirements
at the transmitter. The formulation provides a method to specify
and tradeoff transmitter power for playout quality.

A. Wireless Channel Model

The condition of a wireless channel varies with time. This is
typically due to both the varying quality of the wireless channel
(path-loss, shadowing and fast fading) and to the varying level
of interference caused by other users (e.g., as users join and
leave dynamically the channel). Without loss of generality, we
denote with the channel interference and/or impairment. In this
paper, we focus on interference-limited environments, therefore

will refer simply to the interference level itself, and will
be the signal-to-interference ratio (SIR). However, could be
extended to also incorporate channel gain variations and noise:

, and would then be the
signal-to-noise and interference-ratio (SINR). This ratio ul-
timately determines the probability of successful transmission
of a packet.1

To capture the time-varying nature of the channel, we con-
sider that fluctuates according to a time-homogeneous Markov
chain, taking values in the finite set of all attainable inter-
ference states. switches with probability from each state

in a time slot to state in the next time slot. It is
assumed for simplicity that the channel interference remains in-
variant within each time slot. For most of the paper, we assume
that is not responsive to transmitter actions—like power varia-
tions—but is driven by an agent extraneous to the system in this
model. For example, each state could correspond to the number
of users using the channel, and will change as users dynamically
join and leave the system; this is out of the control of the single
connection under study. The case of responsive interference is
explicitly investigated in Section V-C; it is also implicitly incor-
porated into the current model via the channel stress cost
discussed below.

B. Transmission Rate Control and Costs

The transmitter can transmit up to packets in a single time
slot, that is, it can change its transmission rate per slot. This
is achieved by changing modulation and/or coding scheme, or

1Throughout the paper, the unit of power and interference is considered to be
the minimum level of interference i = 1. In all figures, the values of both
p and i refer to the above units, i.e., they are relative to i (but not translated
to decibels). This is because the successful transmission of a packet depends on
the ratio p=i and not the absolute values of p and i, as discussed in Section III-C.

more generally implementing some transmission mode
which allows for transmitting packets in

a single slot (say, by increasing the bit rate in it). This comes at
an overhead cost to implement the mode, which reflects
various stress factors, for example, the power drain and compu-
tation bandwidth at the transmitter needed for signal processing
associated with mode , etc. The cost is an increasing
function of the number of packets transmitted in the time slot.
To cover the case where the transmitter can only transmit certain
packet combinations (say, 0,2,4,16, etc. packets) in a time slot,
we introduce a mode set
with . The
available modes are typically system-specific.

C. Power Control and Costs

When packets at the head of the transmitter buffer are con-
currently transmitted in a time slot, and the transmitter power
used is , while the channel interference is (both assumed con-
stant throughout the slot), then

(1)

is the probability that all packets will be successfully recov-
ered at the receiver and, hence, removed from the transmitter
buffer.2 Note that the function should be decreasing
in , increasing in , decreasing in . It should be decreasing in

because packing more packets in a slot makes them more sen-
sitive to interference and more difficult to recover at the trans-
mitter. The functional dependence on and is obvious. Be-
sides these general structural properties, we do not assume any
specific formula for the success probability, which is ultimately
system-specific, as discussed in Section VI-C.

Transmitting power in a time slot when the interference
is , introduces a cost paid in that slot. This cost first
captures the power spent in that times slot, which may be an
issue in battery-constrained devices. It also may reflect the
interference stress that the transmission under consideration
induces on the channel, e.g., interfering with “background”
transmissions sharing it. The latter may in turn stress the orig-
inal ‘foreground’ transmitter in response to its power increases,
by adjusting their power and generating more interference on
it. This entanglement effect is implicitly captured in the cost

. The cost should be increasing in both and ;
the intuition is that the more congested the channel is (the less
the available bandwidth resource), the more power should be
spent to capture it and support the required success probability.
Besides these general properties, we do not assume any spe-
cific formula for , which is ultimately system-specific.3

2For simplicity of this basic model, we assume that there is no partial re-
covery: either all or none of the m packets of a transmitted group are received
correctly. We also assume that there is a fast and reliable feedback channel (per-
haps a separate control channel) over which the receiver ACKs/NACKs the re-
ceived packets at the end of each time slot. This may be of very low bandwidth
compared to the forward channel.

3There are also several other mitigation pressures that may be incorporated
into �(p; i), e.g., interference suppression, electromagnetic “pollution” avoid-
ance, etc. Of particular interest is the case where the transmitter is a battery-lim-
ited mobile node, then�(p; i) also directly incorporates the transmission power.
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D. Playout Rate Control and Costs

Let us consider the natural packet playout rate of the media
content to be a constant rate of packets per time slot, i.e., we
assume constant bit rate (CBR) coding and all packets have the
same size (the variable bit rate (VBR) case is treated as an ex-
tension in Section VI-C). Deviations from , as well as rapid
rate variations in consecutive slots, are perceived by the user as
degradation in media quality. The playout buffer can slow down
and play fewer packets in a time slot (for reasons ex-
plained below). That is, there is a set of possible (system-specific)
playout rates with

. In each time slot, the playout
buffer can choose to play packets (assuming they are avail-
able in the buffer), or may choose to not play out any packet at
all , in order to re-buffer against future underflows.

There are several pressures to be considered and captured into
performance/operational costs. First, to capture the user-per-
ceived quality degradation when the playout is less than its
natural rate , we introduce a slowdown cost
which is 0 under normal playout rate (or ), but
is positive and rapidly increasing function as deviates
from . A significantly higher cost is incurred as the playout
rate becomes too slow. At the extreme , the playout is
completely interrupted (freezed). In general, should be de-
termined by situation-specific perceptual considerations of typ-
ical users. As a concrete example, we use the quadratic cost

, as proposed in [13].
The slowdown cost implicitly includes the cost of

playout interruption. However, since the perceptual effect of an
interruption or playout freeze is different than a slowdown, it
may be desirable to have a separate cost which expresses
the cost of the playout freeze as a function of its duration, . In
this manner, the media quality can also be evaluated based on
the number and duration of the playout freezes. This cost could
be incorporated into the proposed formulation, however in this
paper, for simplicity, we consider the freeze cost as a special
case of the slowdown cost , where .

Another important effect to consider is the playout smooth-
ness. Indeed, playout rate variations in consecutive time slots
degrades the user-perceived media quality. Let be the playout
rate used in the previous time slot and in the current one. Then,
the system incurs in the current time slot a playout variation (or
jitter) cost , which is 0 for no variation (or

) and increases rapidly as deviates from according
to a potentially general functional form . In the later sec-
tions, we use the quadratic cost similarly
to [13].4

E. System State and Joint Optimal Control

The objective is to transfer to and play at the receiver (Rx) all
the media packets of the transmitter (Tx), minimizing the overall

4Other simple cost functions could be C (r; r ) = �jr � r j or even
C (r; r ) = �(e � 1) for positive real �, �. Ultimately, the functional
form g() for C is determined by situation-specific perceptual considerations.
We can further consider play rate variation costs C (r; r ; r ; . . .) which track
the rates r ; r ; . . . used in several past time slots and capture the degradation
of user experience due to past play-rate jitter. For simplicity, we limit ourselves
to the baseline case of consecutive slots, which is powerful enough to capture
the effect and spotlight the relevant intuition.

cost incurred in the process. The system state to be tracked in
each time slot is

(2)

that is, the current packet backlog in the transmitter buffer,
the current interference state in the channel, the current packet
backlog in the receiver playout buffer, and the playout rate
used in the previous time slot. The controls applied (decisions
made) in each time slot are simply , that is, the packet
transmission rate , the transmission power , and the packet
playout rate in the current time slot. Hence, the decisions made
per slot are: how many packets to jointly transmit and at what
power, and how many packets to play out.

Given this formulation, the system simply becomes a
controlled Markov chain and, hence, we can develop a dy-
namic programming (DP) recursion to compute the optimal
control. Let be the cost-to-go, that is the min-
imum cost incurred from now on until all the content is
played out, given that the optimal control is used and the
current state is . The quantity satis-
fies then the following functional recursive equations, with

, , ,

(3)

where the joint minimization is performed over the
following selection sets, when the system is in state .

1) is optimized over with the additional constraints that
and . The constraint

caps the number of transmitted packets in the current slot
below the available packets in the transmitter buffer. The

constraint prevents the transmitter from
transmitting in the time slot more packets than the available
empty places at the receiver playout buffer given
the chosen playout rate .

2) is optimized over a continuous and bounded power
range (or a corresponding discrete one

).5

3) is optimized over with the additional constraint that
, since the packets played out in a slot have to be

less than those currently in the buffer (assumed to be
store-and-forward as opposed to cut-through).

After the transmitter buffer has been emptied, the playout buffer
can be emptied at zero cost, using the natural constant playout
rate . This is captured by the boundary conditions

(4)

5One could even optimize p over [0;1). (Even then, the optimal policy will
choose p � 1.) A power ceiling P � 1 simply results in clipping the
Tx power at the ceiling.
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Equation (3) can be explained as follows. Starting from
state and exercising optimal control ,
the cost-to-go is comprised of the current cost

plus the expected future
cost. The future cost is as follows.

1) with probability , cor-
responding to the transmitted packets being successfully
received, packets being played out, and the interference
switching to state .

2) with probability , corre-
sponding to the transmitted packets not being success-
fully received, packets being played out, and the interfer-
ence switching to state .

We must then sum the above terms over all possible interfer-
ence states in the next time slot. This results in the sum
appearing in (3).

F. Computing the Optimal Control

Solving the DP recursion (3), (4) results in the optimal con-
trols of the transmission mode , transmission power

and playout rate , when the system state
is . The solution of (3), (4) can be obtained using the
value iteration method [2], as the following proposition asserts.

Proposition 1: There exists a stationary optimal control so-
lution of (3) and (4) obtainable by value iteration.

Sketch of Proof: The DP terminates when the Tx buffer
empties, i.e., . Any policy that does not empty the trans-
mitter buffer in finite time will incur an infinite cost. And there
exist policies under which with positive probability the trans-
mitter buffer will be emptied in finite time. (For example, fix
transmission rate and power so that ). These two
conditions guarantee the existence of a stationary optimal con-
trol [2]. The full proof is omitted here for lack of space.

Using standard value iteration, we start with an initial guess
for the minimal cost-to-go function and plug it
into the dynamic programming recursive (3), (4) to obtain the
new function. Let be the function obtained after
the iteration. Then

(5)

The iteration continues until convergence, i.e., until
is within a desired error margin (we used 0.001 ).

Let us consider the simple case, where the transmission rate
is fixed (hence, we do not need to optimize over ),
the processing cost is negligible , and the power
cost is simply the transmitted power for each .
For fixed mode , we use a generally accepted functional form

, which
is increasing with the signal-to-interference ratio . Similar

functional forms are used in [15] for EDGE systems and in [25]
for 802.11a Wireless LANs [7], [8]. Then, we get

(6)

where

(7)

can be interpreted as the cost of sending
packets instantaneously when the current playout rate is ,
which decreases the number of remaining packets to
and increases the client buffer level by simultaneously.
Furthermore, and are functions of the cost-to-go functions

and can only be obtained through value iteration. Intro-
ducing and simplifies the DP formulation. Minimizing
(6) first over we can obtain the optimal power
for fixed in each step , as follows:

for and
0 otherwise. At large , there is convergence

otherwise
(8)

This power form is proved useful later in the design of heuristics.
Substituting into (6), we can now optimize over and find

. Notice that this is not a closed form, because in the right-
hand side depends on the cost-to-go , and we still need to use
value iteration.

Properties of Optimal Control: It is interesting to explore the
structural properties of the optimal control . In Fig. 2,
we plot the optimal power versus the interference level for
fixed and , as given by (8) and assuming i.i.d interference.
For a fixed playout rate, the transmitter chooses the transmission
power according to one of the curves in Fig. 2. The shape
of the curve, for a fixed , is similar to what was observed
in [1]: for low values, increases aggressively to overcome
interference; for medium , backs-off; for large ,
i.e., the transmitter stops completely. The additional control of
playout , provides a “cushion” to the transmitter, which can
now rely on the playout buffer for overcoming short bad channel
periods, without spending much power. In Fig. 2, this results in
the curves moving lower and to the left as decreases. The
cooperation between the control variables leads to significant
gains in terms of both performance and power, as we show in
the results section. An illustrative example that demonstrates
the interaction between and for a specific sample path of
interference will be discussed in detail in a later section (Fig. 4).
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Fig. 2. Optimal power p (i) versus interference level i, for fixed Rx buffer
level b and for various playout rates r. (Color version available online at http://
ieeexplore.ieee.org.)

IV. ANALYZING INSIGHTFUL SPECIAL CASES

In this section, we consider special cases of the general DP
formulation, where only a subset of the control variables is used
(e.g., power-only or playout-only) which correspond to prac-
tical scenarios and also provide insight into the structural prop-
erties of the joint control policy. For the rest of the paper, and
among the variety of scenarios we can address in this frame-
work, we choose to focus on the simple -yet interesting and
natural- one that we solved in Section III-F (the power cost is
simply and there is a single mode with a

; hence, we do no optimize over ). For brevity, we also
normalize the playout rate , client buffer level and size ,
number of packet to be sent and total number of packet
with respect to the media’s natural rate . Therefore, ,
where corresponds to natural rate and corresponds
to freezing.

A. Power-Controlled Streaming (Adapt , Fix )

In this scenario, similarly to [16], [17] the power is the only
control parameter that can be varied to combat the bad channel
periods; and no longer belong to the control parameters
and the system state, respectively. The Rx initially waits for
time slots time, and then starts playing always at natural rate 1,
except during underflow that it freezes . The optimality
equations then become:6

For ,

(9)

6The recursive dynamics of (9),(10), and (11) are similar to the general op-
timality equation. One subtle change concerns the additional cost C (0; 1) in
(10): r changes from 1 to 0 only when the buffer level changes from b = 1 to
b = 0, i.e., if the transmission is unsuccessful and b = 1.

Fig. 3. Backlog pressure X(n; i; b) versus receiver buffer level b, for different
number of packets n at the Tx. (Color version available online at http://ieeex-
plore.ieee.org.)

for ,

(10)

for ,

(11)

Using value iteration, we can obtain the optimal Tx power
policy, which turns out a function only of [defined simi-
larly to (7)] and : if

and 0 otherwise. However, notice that this is
not a closed form, as depends on , and we still use value
iteration to compute it. We refer the interested reader to [16],
[17], and [19] for details on . Here, we only briefly illustrate its
structural properties, which are important for the design of the
power heuristic in the next section. In Fig. 3, we plot versus
the Rx buffer level , for various values of . We
can see that the backlog pressure is: 1) decreasing in ; 2)
increasing in ; and 3) as .

B. Adaptive Playout Control (Fix , Vary )

If the Tx side uses fixed power , then the playout rate at
the Rx is the only control parameter to deal with bad channel
conditions. Intuitively, when the channel is good, the optimal
policy tends to choose the natural playout rate ; when
the channel is bad, the optimal playout policy should slow down,
and at the extreme freeze and re-buffer to prevent buffer
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underflows . The optimality equations now become as
follows (notice that is constant, therefore ):

for , :

(12)

for , :

(13)

The boundary condition for is the same. There is no
closed-form solution, and we use again the value iteration
method to obtain the optimal policy.

Re-Buffering: An interesting special case is re-buffering, in
which can take only one of two values: either (nat-
ural rate) or (freeze). The optimality equations are the
same as in (12) and (13). We now list the structural properties
of the optimal re-buffering policy, together with their intuitive
explanations.

1) The optimal rate is nondecreasing in : Intuitively, the
optimal re-buffering should playout packets when is high
and rebuffed when it is low. This property allows us to rep-
resent the optimal re-buffering control using
a threshold if
and if .

2) is nondecreasing in : Indeed, the more packets
need to be transmitted, the more likely a failed transmission
will cause buffer underflow; thus, the more re-buffering is
needed.

3) is nondecreasing in : For worse channel condi-
tion, we need more re-buffering.

4) : This is essentially a
hysteresis effect in : to avoid excessive jitter,
the playout control tends to rebuffed more packets if it is
already in the re-buffering mode and vice versa.

Inspired by these properties, in the next section we define a prac-
tical threshold-based heuristic.

C. Performance Comparison of the Optimal Policies

In this section, we use simulation to compare the optimal poli-
cies to each other and to the no-control case.

1) Policies Under Comparison: We now compare the per-
formance of the optimal policies summarized in Table I. The
name describes the control available at the Transmitter

and at the Receiver . The subscript indicates the kind of
control: absence of subscript means no control; means adap-
tive, using the full range of the control variable; in particular

TABLE I
SUMMARY OF POLICIES UNDER COMPARISON

means re-buffering. In summary, we compare the following op-
timal control policies.

• No control exercised at neither side. This will be our
benchmark for comparison.

• Power Control Only , as in Section IV-A. This cor-
responds to the case where the receiver is not able or is not
willing to do playout control; then power is the only control
the system designer can use to combat channel fluctuations.

• Power Control with Re-buffering . At the Tx side,
the power is optimally controlled as in . At the Rx side,
there is limited adaptivity: the Rx can either play at full
speed or freeze to re-buffer . Re-buffering
is the commonly used playout policy today in practical
systems.

• Playout Control Only , as in Section IV-B. Tx power
is constant, but the playout is optimally controlled within
the set of available rates . This may be the
case when power control is not enabled by the wireless
technology in use, or when transmission power is not an
issue (the transmitters are powered and do not need to save
on battery and/or interference is low and does not limit
network capacity).

• Joint Power-Playout Control , as in Section III. In
this case, the system designer has control over the opera-
tion of both the Tx and the Rx. By appropriately choosing
the weight , i.e., the relative importance to power versus
playout quality, he/she can indicate a preference for saving
power or improving viewing quality. The optimal policy
will then exercise the appropriate mix of power control
versus playout control to reach an operating point that sat-
isfies this preference.

2) Performance Metrics: We are interested in two perfor-
mance metrics. The first is the degradation in media (playout)
quality, due to variation of the playout rate . We compute the
“average degradation per packet” as the sum of over
all time slots needed to transfer all packets and divided by the
number of packets

. The second is the transmission power spent. We cal-
culate the “average power per packet” in a similar way:

. In the DP formulation, we weight the media
quality cost by a factor . By varying

, we can choose to give more importance to media quality or
to power, which will result to different optimal control policies.
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TABLE II
EXAMPLE (OF 2-STATE MARKOV) CHANNELS USED IN SIMULATION

Therefore, the performance of a control policy is captured by
the quality-power tradeoff.

3) Interference Model: We use a two-state Markov model
for the channel interference . As our main setup, we use

for the good state and for the bad state; the av-
erage durations of the good and the bad state are 7 and 3.5 time
slots, respectively. We chose to discuss this example, among
many simulation results, because it demonstrates key-points of
our approach; e.g., there is a significant difference between the
values of interference in the good and the bad state which makes
power-control necessary. The control policies make a difference
when the system is under stress; on the contrary, if power is not
an issue, the Tx should transmit at as high power as required
to deliver the packets. In addition to the above channel, which
we call Example Channel 1, we also simulated two different
two-state Markov channels, summarized in Table II.

The values of power shown in all figures are relative to the
interference level. Thus, no units are mentioned for or , as we
are mainly interested in the ratio .

4) Other Simulation Parameters: We assume there are
pre-stored media packets. The Rx buffer size is set to 10.

Recall that is normalized to 1, and we use possible playout
rates

5) Simulation Results: In Fig. 4, we discuss a scenario that
demonstrates the intuitive behavior of the joint control. The top
plot shows a sample-path of interference . The second plot
shows the resulting Rx buffer level . The joint optimal control
(power in the third and playout rate in the fourth plot) reacts to
the variations of the channel to provide a smooth playout. One
can make the following observations by looking at Fig. 4. Ini-
tially, the Rx buffers some packets before start playing at full
speed . During the first bad channel period, the Tx
power backs-off since the buffer level is high due to the initial
slow playout. During the longer second bad channel period, the
Tx power initially backs-off; however as the Rx buffer level de-
creases, the Tx power increases to help; the playout also slows
down to prevent the Rx buffer from underflow.

Fig. 4 showed the optimal joint control for a single sample
of , and for a single choice of , i.e., the relative value of
media quality versus power spent. The next step is to simulate
a large number (we chose 1000) of realizations of according
to the statistics of Example Channel 1, and average the results
( , for each policy) over all realizations. The results
are shown in Fig. 5. Each curve corresponds one of the poli-
cies under comparison: , , , , . For poli-
cies , , , the weight is varied in order to ob-
tain the entire curve, i.e., the quality versus power tradeoff. The
more weight on media quality, the more willing we are to spend

Fig. 4. Top plot shows a sample path of interference i : i oscillates between
low (i = 1) and high (i = 100) levels. The second plot shows the resulting Rx
buffer level. The optimal joint control policy adjusts the Tx power (third plot)
and the playout rate (4th plot) to overcome the variations of i and provide a
smooth playout.

Fig. 5. Quality versus power tradeoff for optimal policies, in the range where
power matters (i.e., the power cost is weighted more than the degradation in
media quality). (Color version available online at http://ieeexplore.ieee.org.)

power, the further to the right of the curves we operate. For poli-
cies and , the constant transmission power is varied to
obtain the quality-power curve.

Fig. 5 compares the policies in various operational ranges
(i.e., various relative weights on the power cost); in particular
we varied the weight from 0.1 to 10. In the regime where
power matters more (left part of the figure), the power controlled
algorithms, and , outperform the adaptive playout al-
gorithm significantly, by roughly 50% in terms of media
quality. As less and less weight is given to the power cost, we
move to the right of the figure, and the adaptive playout algo-
rithm starts to outperform the power controlled algorithms

, . Comparing to , we observe that al-
lowing the playout controller to adaptively re-buffer
improves the performance substantially. The adaptive playout
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policy outperforms policies to : for the same
average power, it reduces the quality degradation by 50%. The
joint optimal control further reduces the quality degra-
dation by another 30% more than the adaptive playout alone,
which demonstrates the merit of joint power-playout control.

In both the low- and high-power regimes, the absence of any
control leads to the highest degradation and power consumption,
thus performs the worst. Allowing power and/or playout control
improves the performance. As expected, joint control outper-
forms each individual control and achieves the lowest degrada-
tion-power tradeoff; e.g., for the same average power spent, the
joint optimal policy reduces the quality degradation by 20% to
75% compared to all other policies.

In addition to the results obtained above for Channel 1, we
also varied the parameters of the 2-state Markov model and
looked at how the benefit from the joint control varies. First,
we considered Example Channel 2 with smaller difference be-
tween the interference values in the good and bad state than in
Example Channel 1 ( instead of 1:100).
Then, we considered Example Channel 3 with the same interfer-
ence levels as in Channel 1, but with longer duration of bad pe-
riods (twice the average duration of Channel 1). Table II summa-
rizes the characteristics of all three channels. Simulation results
showed at least 50% benefit when using joint control, in terms
of both power and media quality, and for all three channels.

Generalizing the properties of Channels 2 and 3, we looked
at a wide range of channels by varying the difference in in-
terference levels and the ratio between the average duration,
in the good and bad states. Intuitively: 1) the higher the in-
terference in the bad state (compared to the interference in
the good state) and/or 2) the larger the average duration of
the bad state (compared to the average duration of the good
state), the worse the channel, and the worse the performance
gains of all control policies compared with benchmark. For
a fair comparison, we consider the same average power con-
sumption (25 power units, which is in the high-power regime)
and we look at the improvement in playout quality achieved
by the control policies. This improvement is calculated as

, where is the
playout quality achieved by this policy.

In Fig. 6(a), we varied the interference value in the bad state
from 10 to 100, while keeping the level in the good state

the same . As expected, the performance gain de-
creases as the gap between and increases. Interest-
ingly, this gain decays slowly. All the power control policies
( , , ) attempt to use high power to combat the
high interference. The higher the interference is, the less effi-
cient the power control policies. This explains the losses in per-
formance gains. The gain from the playout also decreases as the
channel gets worse. In Fig. 6(b), we vary the ratio between the
good and the bad duration from 1/3 to 3, while keeping their
sum constant to 10; this can also be interpreted as decreasing
the frequency of bad state occurrences. As expected, the perfor-
mance gains of all policies increase as the ratio increases.

Over all the channels considered, the joint control brings the
largest performance benefit over the no-control case. In the high-
power regime considered in Fig. 6, the playout control also per-
forms close to the joint control.

Fig. 6. Quality gains for all policies, considering various channels. (a) In-
creasing the gap in interference levels between bad and good state (i : i )
decreases quality. (b) Increasing the ratio of average duration in good versus
bad state (avg good : avg bad) improves quality. (Color version available
online at http://ieeexplore.ieee.org.)

V. HEURISTICS: DESIGN AND PERFORMANCE

The optimal policies studied in the previous section achieve
the performance limits of streaming over an interference-lim-
ited wireless link. However, they require computational power
and knowledge of the channel statistics, which may be difficult
or impossible to obtain. In this section, we design practical,
low-complexity heuristics that achieve near-optimal perfor-
mance without the above limitations. To achieve these desired
properties (i.e., both good performance and low complexity),
we design our heuristics to mimic the structural properties
of the optimal control. Thus, we name the heuristics after the
optimal policies that inspires them; e.g., is the heuristic
based on the optimal policy .

A. Design

Let us now describe each heuristic in detail.
1) Power Control Only Heuristic— : One can con-

struct a power control heuristic by imitating the structural prop-
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erties observed in IV-A; in particular, we analytically approx-
imate . The interested reader is referred to [16], [19]
for details.

2) Fixed Threshold Playout Heuristic: A playout-only
heuristic widely used in practice is to choose the playout rate
looking only at the playout buffer level; e.g., a single threshold
may be used, as in [12] and the playout slows down/speeds
up whenever the buffer level is below/above that threshold. In
general, more than one thresholds can be defined and different
playout rates can be assigned to different ranges of playout
buffer occupancy; e.g., given a buffer level , and a set of
available playout rate

(14)

where (just a notation to include the case
when ) and . For our simulations, we first
used six equally spaced buffer thresholds and seven
possible playout rates {0, 0.5 0.6 0.7 0.8 0.9 1}. We then varied
the number and the granularity of thresholds.

3) Adaptive Threshold Playout Heuristic, : In Sec-
tion IV-B, we observed that when is constant, the optimal
playout policy uses several thresholds to divide the playout
buffer occupancy into intervals, each corresponding to a dif-
ferent playout rate. Intuitively, these thresholds should vary ac-
cording to the quality of the channel. e.g., when the channel
is bad, the playout should be more conservative, i.e., increase
the thresholds and slow down even if there are some packets in
the buffer, to prevent underflow. Conversely, if the channel is
good, then the playout policy can afford to be more optimistic,
i.e., decrease the thresholds and avoid slowing down, unless the
buffer is almost empty. We obtained this intuition by looking at
the structural properties of the optimal control. We now design
an adaptive threshold policy based on the above intuition. Our
heuristic observes the channel condition (captured by the proba-
bility of successful transmission ). Instead of having
a fixed threshold , we define as a function of

(15)

where are the thresholds that divide buffer into uniform
levels. Equation (15) describes the following simple operation.
As increases from 0, threshold is reduced by

. For example, with thresholds, is reduced
by , is reduced by and so on. This allows the
Rx to play the received packets at a faster rate. We pick

to be the initial width
multiplying a function of . is a tuning parameter to adjust
the sensitivity of these thresholds to variations in the channel
conditions. Given these thresholds, we can use (14) to find the
corresponding playout rate.

In simulation, we found that the fixed and adaptive threshold
heuristics performed very close to the optimal playout policy.
Furthermore, the adaptive threshold heuristic reduced the per-
formance gap between the optimal policy and the fixed threshold
heuristic by 50%, thanks to its ability to adapt the thresholds to
the channel conditions. We further investigated the sensitivity of

our heuristic to the choice of: 1) playout rate range (ex-
cluding rate 0) and 2) playout rate resolution. We found that our
scheme is robust to these choices. The performance degrades
only slightly as the range decreases and the resolution becomes
coarser. We again have to omit the figures for lack of space.

4) Joint Power-Playout Heuristic, : In Section IV-A,
we observed the structural properties of the power-only optimal
policy. Recall that the auxiliary parameter captured the ex-
pected cost of an unsuccessful transmission. was a function
of number of packets to be transmitted (backlog pressure) and
playout buffer level (buffer underflow pressure). We observe
that a similar is defined in the optimality equation for the
joint power-playout control in Section III-F. We further notice
that given , the optimal power can be calculated as

else
(16)

We now exploit this property to design a good joint power-
playout heuristic. We approximate by an analytical function
of , , while satisfying the key structural properties of the op-
timal power control, observed in Section IV-A. Specifically

(17)

where the parameters and adjust the sensitivity of to the
backlog pressure . is chosen as the minimum of all interfer-
ence levels and is added to ensure that the system won’t enter
a deadlock state. The heuristic works as follows. With (16) and
(17), we can obtain the transmission power given the number of
packets to be transmitted , the channel interference and the
playout buffer level . Then, the Tx uses this power level to send
the current packet. Since we assume that the same state informa-
tion is also known at the Rx, the Rx is able to calculate
the same transmission power using exactly the same formula.
Given the channel interference and the playout buffer level ,
we can use the adaptive threshold playout heuristic to choose
the playout rate based on the calculated transmission power .

B. Performance Evaluation Under Markovian Interference

For the performance evaluation of these heuristics, we use
the simulation setup of Section IV-C; in particular, we show re-
sults obtained for Example Channel 1. Fig. 7 shows the perfor-
mance of the joint power-playout heuristic under tight power
constraints. The simulation setup is the same as in Fig. 5 for the
optimal policies which are re-plotted here for comparison. We
observe that the proposed joint control heuristic per-
forms quite close to the joint optimal . Furthermore, it out-
performs substantially the individual policies, and ,
even in the regimes that these policies are designed for (i.e.,
low-power regime for , high-power regime for ). Note
that the optimal policies require the solution of the optimality
equation, and hence are computationally intensive, while the
heuristic has minimal computational complexity. Furthermore,
the optimal policies require knowledge of the channel statis-
tics (basically the transition matrix ), while the joint-control
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Fig. 7. Comparing the joint control heuristic T R H to the optimal policies,
in low-moderate power regimes. (Color version available online at http://ieeex-
plore.ieee.org.)

TABLE III
PERCENT (%) IMPROVEMENT IN PLAYOUT QUALITY OVER BASELINE,

FOR THE SAME POWER CONSUMPTION

heuristic requires only a good estimate of the current channel
interference.

We also performed simulations in the high-power regime
(where power is not an issue, and high power is used to achieve
high media quality). We again found that the proposed joint
control heuristic outperforms all other heuristics, and performs
close to the optimal joint policy. In Table III, we summarize
the gains achieved over the no-control baseline , by the
optimal policies and heuristic, for the operational regimes of
low power consumption (2.2 units per packet) and high power
consumption (60 units per packet). Clearly, our proposed joint
heuristic can achieve near-optimal playout quality over
all power regimes, at significantly lower complexity.

C. Performance Under Power-Responsive Interference

So far, we assumed Markovian, nonresponsive interference.
The next important methodological step was to simulate our al-
gorithms in a realistic wireless environment, where all links per-
form power control, resulting in responsive interference. When
our “primary” media-streaming link raises its power, other wire-
less “background” links, transmitting in the same neighborhood,
will also raise their powers and induce more interference on it,
etc. Interference can no longer be modeled as a Markov chain,
and the optimality equations can no longer be formulated. We

simulated our heuristics in this environment and we found that
they still perform very well. The details of the simulation setup
are as follows.

• We used the OMNeT++ simulator [22] and simulated our
single media-streaming link in a pool of a large number of
data packet links. The latter are power-controlled, so when
the primary media-streaming link raises its power, they will
also raise their powers and induce more interference on it.
All background data transmitters are assumed to use the
power controlled multiple access (PCMA) [1].

• The simulation considers a network space of 500 by 500
space units, wrapped around in a torus. Data or media
transmission sessions are established between pairs of
transmitters and receivers. The locations of transmitters
and receivers are chosen at random. We assume a free-
space path loss model where the power gain
between any transmitter and receivers where is the dis-
tance between the pair. Thermal noise is assumed .
All transmissions operate at the same channel.

• The media streaming session, between the same pair of
transmitter and receiver, lasts for the entire simulation time.
It consists of shorter sessions of packets each,
initiated continuously one after the other. The buffer size
is and the initial buffering is time slots.

• Data transmission sessions are randomly generated
throughout the simulation between randomly chosen
pairs of nodes. Packets arrive at a transmitter following
a Bernoulli distribution. The lifetime of each session is
geometrically distributed.

• Since the statistics of the interference are unknown, we use
the interference observed in the previous time slot as the
estimate of the interference in the current time slot.

We simulate three heuristics: power control only heuristic
, adaptive threshold playout and joint power-

playout heuristic , and compare their performance to
the benchmark no-control case. Fig. 8 shows the results of the
simulation for an illustrative example. The figure plots the per-
formance metrics of interest over simulation time, i.e.: 1) the
average quality-of-service (QoS) (in terms of playout quality)
and 2) the average power spent. We are mainly interested in
the steady-state performance, reached at the right of the plots.
We observe that all three heuristics outperform the benchmark,
achieving a lower quality degradation and power consumption.
The power control heuristic consumes less power compared to
the adaptive threshold playout control, but results in a higher
quality degradation. The joint power-playout control outper-
forms all other schemes (the dotted line corresponding to the
joint heuristic is lower than all other lines in both plots). Indeed,
it reduces the power consumption by more than 60% and reduces
the quality degradation by 66% compared to the benchmark.

VI. PRACTICAL ISSUES AND EXTENSIONS

In this work, we formulated the problem of media streaming
over a fluctuating channel as a stochastic control problem. So far
we focused on analyzing the power-playout tradeoff. In this sec-
tion, we discuss how the proposed framework can be applied/ex-
tended in real-world multimedia data types and wireless trans-
mission systems. However, we would like to stress that this brief
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Fig. 8. Simulation for responsive interference: power and quality costs
achieved by various policies versus simulation time. (a) Average playout
quality degradation. (b) Average transmission power. (Color version available
online at http://ieeexplore.ieee.org.)

discussion only provides high-level guidance, and does not con-
sider the complex tradeoffs that must be considered in each area
when designing a practical, high-performance system.

A. Adapting Video, Speech and Audio Playout Rates

One of the control variable we used in this work was the video
playout rate. Let us now discuss some practical issues related to
the playout rate adaptation of different media types.

Video playout rate can be adapted in a straightforward
manner by adapting the frame rate of the displayed video. The
key point, as covered by the cost metrics, is that the playout
variation should be smooth so that a smooth movement in
the video scene is still mapped after playout rate variation to
a smooth movement. For example, if a person in the video
runs from left to right across the display or moves a painting
across the display, the movement should be a temporally scaled

version of the original movement—without any confusing
warping or abrupt stops/starts.

Speech playout rate adaptation should be performed in a
manner to preserve the pitch of the speaker; if this is not done,
then the speaker may acquire a chipmunk voice (for speedup)
or an unnaturally deep voice (for slowdown). This playout
rate adaptation can be achieved by identifying the pitch in the
speech and extending or reducing the speech length by adding or
deleting an integer number of pitch periods, e.g., see the WSOLA
algorithm in [20], [27]. Speech is generally decomposed in time
into three types of segments: 1) voiced segments, where the
speech has a periodic pattern driven by the pitch; 2) unvoiced
segments, where the speech is modeled as filtered white noise;
and 3) silence periods, which occupy 1/2–2/3 of the time. Voiced
segments are adapted as mentioned above to preserve the pitch,
while unvoiced segments can be adapted much more flexibly,
and silence segments can also be shortened or expanded.

Audio playout rate adaptation is a complicated topic which
depends on the specific audio content. We distinguish audio,
which refers to a generic audio signal, from speech, which is
an audio waveform produced by a human speaker. If the audio
consists of speech, then speech playout rate adaptation methods
can be applied as discussed above. If the audio consists of music
then the situation is much more complex; for example there
may be sharp transients such as drum beats which should not be
adapted, and periodic signals such as from a violin which may
or may not be adapted without distorting the perceived quality.
Furthermore, audio may consist of a wide range of events, from
explosions to the sound of raindrops. Audio playout rate adap-
tation is an active area of research.

B. Media-Specific Extensions

1) Adapting a Compressed and Packetized Media Stream:
In this work, we focused on reliable delivery of video packets.
However, in many practical scenarios, it is desirable to adapt a
media stream to meet constraints on delay (e.g., for low-delay
applications) and/or transmission bandwidth (e.g., in wireless
environments with limited bandwidth resources); in those cases
reliable delivery is not necessary and media packets may be
dropped. Such scenarios can be addressed in our framework by
using additional controls (e.g., packet scheduling) and associ-
ated costs (e.g., distortion values due to missing media units).

For example, one well-known technique to adapt the transmis-
sion of a packetized stream is by intelligent discarding of packets,
e.g., discard B frames if they exist, alternatively discard P and
I frames using a rate-distortion framework, see, e.g., [3], [6].7

We are currently working on formulating the problem of packet
scheduling for low-delay streaming within our framework [18].
Another popular technique to adapt a compressed media stream
is transcoding, which can reduce the required bit rate by, for
example, coding with a coarser quantizer or reducing the frame
rate. For an overview of video transcoding techniques, see [4].

7This requires that the video be coded and packetized using application level
framing (ALF) principles so that if a packet is dropped the remaining packets
can still be independently decodable. For example, video coded with the H.263,
MPEG-4, or H.264 video compression standards may be packetized and sent
over RTP/UDP/IP, where the RTP payload format (e.g., RFC 2190 or RFC 2429
for H.263, RFC 3016 for MPEG-4, and RFC 3984 for H.264 [11]) specifies
recommended modes of application level framing.
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2) Media Quality Metrics: Mapping network-level metrics
to appropriate subjective-quality costs is an interesting open
research problem. In this work, we considered some simple,
widely used functions to capture the cost of playout rate vari-
ation. In our recent work [18], we also defined metrics that cap-
ture the motion intensity of different scenes, in order to perform
content-aware playout control. In general, our framework is able
to incorporate any new and improved quality metrics.

3) Multiple Packets per Frame: Typically, video frames are
of different sizes and are also split into multiple packets each. It
is straightforward to extend our model to include this case [18],
by defining an additional state variable to capture the number
of remaining packets of the same frame, remaining in the trans-
mitter’s buffer.

C. Wireless Technology-Specific Issues

1) Power (and QoS) Control depending on the Wireless En-
vironment: Transmission power control (TPC) has been used
in cellular networks. In WCDMA networks, power control con-
sists of two loops. The outer loop power control is used to set a
target signal-to-noise and/or interference-ratio (which we refer
to as “SINR”, see Section III-A for a discussion) to maintain a
desired packet loss rate. The outer loop power control is updated
every 20 ms. The inner loop power control is updated at a much
faster rate (of 1500 Hz) to maintain the instantaneous SINR at
its target value. In the downlink direction (from the base station
to cellular phones), a lower SINR target value can increase the
network capacity at the expense of higher packet error rate. The
joint control scheme proposed in this paper can be applied to the
outer loop power control to set the optimal SINR target value,
which improves the network capacity while maintaining the de-
sired video viewing quality.

TPC has also been proposed for wireless LANs (standardized
by [7] in IEEE 802.11 h [10]) to reduce the co-channel inter-
ference. Due to the small number of non overlapping channels
(three channels in the 2.4-GHz band and 8–12 channels in the
5.8-GHz band), in a dense-deployed environment, such as apart-
ment buildings, co-channel interference is of a great concern. As
in cellular networks, TPC can reduce interference and increase
network capacity. Besides TPC, the MAC protocol of wireless
LANs has also been enhanced with Quality-of-Service capabil-
ities (see IEEE 802.11e [9]), which can further aid multimedia
streaming services. Particularly the HCF function can allocate
fixed transmission opportunities/rate to each multimedia stream,
which is an improvement over random access. Under the HCF
function, our proposed schemes can also be used to reduce the
channel interference via TPC and improve the view quality via
playout adaptation.

2) The effect of Coding and Modulation: In some cases, it
may be possible to control not only the transmission power but
also the transmission mode, e.g., by changing modulation and
coding scheme. Then, we can control the number of packets sent
in one time slot and the probability of their successful transmis-
sion. The modes available are ultimately system/technology spe-
cific; e.g., IEEE 802.11 h [10] defines the power and rate adap-
tation capabilities for wireless LANs. We have already included
this control in the general model of Section III, although we have
not provided analytical and simulation results in this paper.

Depending on the type of wireless network, as well as on the
coding and modulation used, the probability of successful trans-
mission as a function of SINR, , takes a specific func-
tional form. This affects the optimal power control policy but not
its structural properties. The power control heuristic may need
tuning to maximize performance gains. The design of playout
control policies is less affected, since it is based only on the
packet error rate and not on the underlying SINR.

3) Channel Model Extensions: One could naturally extend
the model used in this paper, to express additional properties of
the channel, other than the probability of successful transmis-
sion in each state. First, we could model the delay of the forward
and/or the feedback channel. Second, we could consider mul-
tiple channels, and add an additional control variable to choose
over which channel(s) to transmit.

The aforementioned are some of the streaming scenarios that
can be addressed within our framework.

VII. CONCLUSION

In this paper, we examined the problem of joint power and
playout control for media streaming over an interference-lim-
ited wireless link. We formulated the problem in a dynamic pro-
gramming framework; we studied the optimal control for joint
power-playout, as well as for the special cases of power-only
and playout-only control. Furthermore, we designed and evalu-
ated practical, low-complexity heuristics that achieve near-op-
timal performance. Our framework can be naturally extended
to address a large range of scenarios for media streaming over
wireless.
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