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ABSTRACT

Ther is a greatinteresttodayin voicecommunication
overthelnternet(\VolP). If thelnternetwere to becomehe
universal networkfor all communicationseedsandthus
were to displacethe telephonenetworkfor voicecommu-
nication, it mustbe capableof providing the samelevel of
servicequality asthetelephonenetwork. Today, this does
not seemo bethe case WIP is plaguedwith padet loss
and variable padket delayin the network. Althoughmea-
suresare takento overcometheseproblemge.g., losscon-
cealmentand adaptiveplayout),their effectivenesss lim-
ited to certainrangesof networkconditions. Thusit is of
greatimportanceto undeistandthe padcet lossand delay
characteristicsof today’s Internet,in order to undeistand
the effectivenes®f the measuesintroducedto overcome
the impairments.To that end, we examinein detail mea-
surementof packetlossanddelaytakenoverthelnternet,
and give a characterizationthereof We thencommenbn
theimpactthat they can haveon the quality of WoIP, and
on the effectivenes®f the measues introducedto mini-
mizetheir impact. This studyis limited to measuements
takenonlyonInternetbadkbonenetworkswhich represent
importantcomponenti long distancecommunicationlt
revealsthat padet lossand delay characteristicsare not
consistentacrossall badkbonenetworks.Somebadkbone
networksexhibit fairly good characteristicsand may of-
fer goodquality communicationleadingto a confirmation
that padket voice is a soundappmoadc. Other badkbone
networksexhibit undesiablecharacteristicghatcouldnot
beaccommodatedith any of the measuesintroducedo-
day. We commenbn the possiblecausesand on the im-
provementshat needto be madein theInternetbadkbone
networksto renderthemadequatdor VoIP.

1 INTRODUCTION

Many amongus have usedthe Internetfor voice com-
munications. We all like it becauset is free. However,
mary dislike it becausdt provides poor speechquality
andlimited interactvity betweernthe communicatingpar
ties. Furthermorethe quality of voice communicatioris
not uniform acrossall calls. Soit is clearthatthe quality
of VoIP serviceover the Internetis not as good aswhat
we areaccustomedtb with POTS, andoftendoesnoteven
comeclose. Thenthe following questionshecomepar

ticularly interesting. What needsto be donefor VolP to
achieve the high quality of POT'S?Is the Internettoo un-
reliableto offer a dependabl&/olP service?ls the mix of
traffic in the Internetso unpredictableandbursty thatthe
delayincurredby voice pacletsis adwerselyaffected?In
thatcasewould differentiatedservicesolve the problem?

Simply stated the only possibleproblemsthatoccurin
the Internetandthat can affect the quality of voice com-
municationarepacketlossandpacletdelay Lossmaybe
dueto congestionin the network leadingto pacletsget-
ting droppedn switchesandrouters,or failure of network
componentglinks, switchesandrouters)leadingto a re-
configurationof thenetwork. Heretheissueis how exten-
siveis thelossandhow badis its effect. Canits effect be
concealedtthedestinationAWhatmeasureanonetake,
if any, in orderto malke this possible?

As far asdelayis concernedwe distinguishthe fixed
part of the delay from the variablepart. The fixed part
comprisegpaclettransmissiortime over, andpropagation
timeacrosghelinks in thepath,andany fixedtransitdelay
that may be incurredthroughnetwork elementsencoun-
teredin the path. The variable part of the delay com-
prisesqueuingdelaysincurredwithin network elements
and other possibledelaysintroducedby the operationof
thenetwork elementge.g.,router)[1].

Evenif therewereno variationsin theend-to-endielay
the magnitudeof the latteris importantbecausef its ef-
fectoninteractvity. To achieve agoodlevel of interacti/-
ity, theend-to-endlelayshouldbemaintainedelow acer
tain maximum,certainly not to exceed150 ms. For con-
versationswith morestringentinteractvity requirements,
(thatis whentheturnaroundimeis shorter suchasfor ex-
amplewhentwo peopletake turnsreadingnamesor num-
bers),thereis a benefitin having evenshorterend-to-end
delay Anothereffect of largeend-to-endielaysis thean-
noyancecausedby echoeswvhenno echocancellationis
presentin the system. Unfortunately thereis little that
one can do aboutthe fixed part of the delay; especially
thatthereis little controlthatonein generahasaboutthe
routespacketsmaytake to reachtheir destinations.

Delayvariations(alsoreferredto asdelayijitter), onthe

other hand, may be dealtwith at the recever. A play-
out buffer is introducedin which pacletsmay be delayed



so asto achieve a smoothplaybackof the speech. The
schedulingof paclet playbackmay be of the fixed type,
wherebya constantend-to-enddelay target is enforced
on all paclets. Packetsthat exceedthe target delay are
dropped .Alternatively, the schedulingof paclet playback
may be of the adaptve type, wherebythe targetdelayis
allowedto vary over time. In oneschemethe targetde-
lay is allowedto vary from onetalkspurtto anotherbased
on delaymeasurementsadeduring a talkspurt;within a
talkspurt,all paclketsexperiencea constantdelay [2, 3].
In anotherschemethe schedulingallows the targetdelay
to vary from paclet to paclet within a talkspurt,thusal-
lowing the rateat which the speeclis playedbackwithin
atalkspurtto alsovary, [4].

While the measureproposedo mitigate the effect of
paclet lossand paclet delayjitter are sound,their effec-
tivenesslepend®n the characteristicef thelossandde-
lay thatareexperiencedn the network; suchcharacteris-
tics include the patternof paclet loss, the magnitudeof
delayvariationsandtherateatwhich thesevariationstake
place. Intensve delay measurementarecrucial in shed-
dinglight to this matter

Measuringlossanddelayin the Internetis not a sim-
ple task. The Internetis a large systemthat hasa hier-
archicalstructure. At the bottomlevel in this structure,
we identify residentialaccessetworks and campusnet-
worksthatconnectesidentiausersandcorporateusersto
regional networks; the latter provide connectvity within
"regions"suchaslargemetropolitarareasandconnecthe
userswithin theregionsto therestof the Internet;finally,
at the top level of the hierarchyare the wide areaback-
bonenetworksthatprovide globalconnectvity. Thechar
acteristicoof end-to-encpacletlossanddelayfor a given
patharea combinationof suchcharacteristic®f individ-
ual networks at the variouslevels of the hierarchy char
acteristicghatmayvary considerablypbetweerevels. For
example,wide areabackbonenetworksaregenerallywell
provisionedandthus do not exhibit congestiorepisodes,
while regionalnetworksthathandleamuchhigherdegree
of variability in traffic may exhibit congestionand thus
paclet loss. Accordingly, to studythe characteristicof
the Internetand derive ary conclusionsasto its perfor
mancewith regardsto VolP, it is more appropriateand
fruitful to focuson onelevel of the hierarchyatatime.

Even when focusing on a single level in the hierar
chy, we find that the Internet comprisesmary separate
domains,eachadministeredby a different organization.
Eachsuchorganizationis responsibldor the deployment
andoperation®f the networkswithin thatdomain.These
networks candiffer considerablyn their provisioningand
operationsandasa result,their performance.Therefore
to getarealisticassessmerdf their lossanddelay char
acteristicsijt is importantto studya goodsampleof these
networks. Thisis alsoimportantgiventhat,in generaln-

ternetusergincludingVolP serviceproviders)do nothave
controlovertheroutestakenby paclets. Packetstransmit-
tedbetweertwo hostsmaynottake the sameroutein both
directions,andtheseroutesmayfall in differentdomains.

In this paperthe focusis on wide areabackbonenet-
works. This choiceis primarily driven by our accesgo
extensize measurementlatacollectedfor suchnetworks
by RouteScienc@echnologies|nc. Thereareotherrea-
sonswhy a focus on wide areabackbonenetworks is of
interest. Thesenetworksareanimportantpartof theend-
to-endpathfor all longdistanceévolP calls,includingcalls
thatareservicedby acombinatiorof aswitchedtelephone
networkin thelocal areaandtheInternetfor thelonghaul.
Performanceproblemsin thesenetworks will be experi-
encedby all suchcalls; therefore,they needto be well
understoodandfixed, regardlesof whattakesplaceelse-
wherein the path.

The outline of the paperis asfollows. In Section2 we
describethe measurementavailableandprovide lossand
delaycharacteristicor a numberof representatie paths
of interest.In Section3, we examinethe effectsthatthese
characteristichiave on VoIP and commenton the effec-
tivenessof the measuresisually taken to mitigate these
effects.In Sectiond we concludewith someremarks.

2 MEASUREMENTSOF INTERNET BACKBONE NET-
WORK S
2.1 Measurement Set
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Figurel: Measurementsollection

Sinceencodedvoice is of a constantit rate,a pacle-
tized voice streamconsistsof a successiorf equalsize
pacletsequally spaced.Sincethe paclet formationtime
contributesto the end-to-enddelay the speechdatain-
cludedin a paclet correspondso 10 to 30 ms of speech.
Thus a voice sourcegeneratepaclets, one every x ms,
wherex maytake a valuein therangeof 10to 30.

RouteScienc@echnologies)nc. madeextensie loss
and delay measurementen Internetbackbonenetworks
during the periodsof Decemberl-14,2000andJune26-
29,2001.Measurementiacilitiesthatarecapableof send-
ing and recevving probesand collecting the delaysin-



curredby theprobeswveredeveloped.Thesdacilitieswere
equippedwith GPSreceversenablingthemto timestamp
the probesandderive end-to-endlelayswith anaccurag

of microsecondsProbeswveregeneratedindsentcontin-

uously (one probeevery 100msfor the first set,andone
probeevery 10 msfor the secondset),24 hoursa day.

The measuremenfiacilities were connectedo various
Pointsof PresencdPOPSs)of several InternetBackbone
providersby meansof T1 andT3 links. Sevenproviders
andfive citiesin theUS wereconsideredThe 7 providers
arereferredto in this paperasP1,P2... P7for anorymity
purposesThefive citiescomprisedhefollowing: oneon
the WestCoast- namely SanJose(SJ)in California; one
in Colorado- namely Thornton(THR); andthreecitieson
the EastCoast- namely Newark (EWR) in New Jersg,
Ashhurn (ASH) in Virginia,andAndover (AND) in Mas-
sachusettsin Figure 1 we shaow the pathsfor which mea-
surementhiave beencollectedalong with the providers,
totaling43 pathsaltogether

Of interestto usin this paperarethe measurementsol-
lectedduring the June26-29,2001 periodbecausef the
smaller10 msintervals used,necessaryo emulatevoice
traffic. At this rate,the probes(which are50 byteslong)
constituteda datarate of only 40Kb/s. For the datarates
of links usedin backbonenetworks, this raterepresents
smallfraction. Thereforetheloadgeneratedby theprobes
couldnot have ary effect on the delayandlosscharacter
isticsof thesenetworks.

In thissectionwe studythemeasuremertatacollected
in June2001. The measuremenperiod startedon Tues-
day June26 at 19:22:00and endedon Friday June29 at
00:50:00.(Heretimeis accordingto CoordinatedJniver-
sal Time (UTC) which corresponddo GreenwichMean
Time - GMT). Thuswe have measurement®r a continu-
ousperiodcoveringalittle overtwo full days.

2.2 Measured Packet L oss Characteristics

Therewerethreepaths(namely SJC-ANDfor provider
P3andSJC-ASH for providersP5andP6)whereno loss
was experiencedduring the entire measuremenperiod.
For all otherpaths,thereareprobelosseventsthatoccur
Theseloss eventscan have different characteristicper
tainingto the patternof pacletlossduringthe events.For
the purposeof accuratedescriptionof paclet loss char
acteristics,we identify two typesof events: elementary
pacletlosseventswhichconsisof consecutie probeget-
ting lost (comprisingone or more paclets) separatedy
relatively long periodsof time, and comple< loss events
which correspondo the occurrencef severalelementary
probelosseventsconcentratedverashortperiodof time.

For several providers(namely P1,P2,P4,P6andP7),
we notethatthe numberof losseventsduringthe two full
daysis rathersmall,ontheorderof 10’sfor theentiremea-
suremenperiod. Thesearemostly of theelementantype,
but they do comprisesomecomplec events.As a concrete

example,we considerthe path ASH-SJCof provider P6.
This pathincurred12 elementaryevents,of which 6 con-
sistof asinglepacletlost,and6 consistof 19-22consecu-
tive pacletslost. This pathalsoincurreda singlecomplec
eventthatlastedl5 s duringwhich pacletlossoccurredn
theform of singlepacletsleadingto aloss9.4%. We shov
the occurrencef this complex eventin Figure2 in which
we plot the delayincurredby probesasa function of the
probes sendtime; for probesthatarelost, we shav a de-
lay of zero. In Figure 3, we showv a blow up of a portion
of thegraphshawn in Figure?2.
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Figure2: A complex losseventon path ASH-P6-P1,0n
Wed06/27/01at3:30(UTC)
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Figure3: Zoomingin on the complex losseventon path
ASH-P6-SJCpnWed06/27/01at 3:30(UTC)

As anotherconcreteexample, we considerEWR-SJC
of provider P2. This pathincurred27 elementaryevents,
amongwhich 20 consistedof single pacletslost, and 7
consistedof 17-24 pacletslost. This pathalsoincurred
5 complex eventslasting from around20 s to around60
s with lossratesrangingfrom 19% to 42%. We choose
two complex eventsin this pathto illustratethe possible
loss patternsincurred,which we plot in Figures4 and5.
Theeventshown in Figure4 comprisesamixtureof single
paclet loss eventsspanninga period of 30 s sandwiched
betweertwo elementarynulti-packetlosseventslasting5



seach.Theentiredurationof thecomplex losseventis 50
s,andthe pacletlossrateduringthatperiodis 24.6%.The
eventshovn in Figure5 compriseanumberof elementary
multi-pacletlosseventseachlastingupto 1.4 s, spanning
a total durationof 30 s andleadingto a paclet lossrate
of 41.4%. It is interestingto note that this losseventis
synchronizedvith anotherdosseventincurredon another
pathof the sameprovider, (EWR-ASH) with exactly the
samecharacteristics.

9t

80|

70

60f

50

delay (ms)

40]]

30t

580 5!;0 S(‘)O 61‘0 6%0 6“20 640
time (sec)

Figure4: A comple losseventon pathEWR-P2-SJCon
Wed06/27/01at 3:30-3:50(UTC)
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Figure5: A comple losseventon pathEWR-P2-SJCon
Thu06/28/01at20:10(UTC)

As yet anotherconcreteexample we consideithe paths
ASH-SJCand SJC-ASHof provider P7, (the only paths
for this provider,) eachof which hasincurreda singleele-
mentarylosseventonceevery 24 hours,synchronizedvith
eachother Sucheventslastedapproximately2 minutes
and were accompaniedy a changein the fixed part of
theend-to-endlelay This changen delayis indicative of
a changein the routetaken by the paths. An instanceof
theseeventsis displayedin Figure6. Thereareno other
loss eventson thesepathsexceptfor threesingle paclet
losseventsonthepathSJC-ASH.

For provider P3, elementaryloss events consisting
mostlyof individual pacletlossoccurredegularly, spaced
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Figure6: A compleclosseventon pathSJC-P7-ASH,on
Wed06/27/01at4:00(UTC)

by aninterval averaging4 s. leadingto a pacletlossrate
of 0.25%.

For provider P5, thereare somepaths(e.g.,ASH-SJC)
for which the numberof losseventswasin the 100’s dur-
ing the48-hourperiod,alargefractionof whichis concen-
tratedover aperiodof 8 hoursof thedayin themorning.

2.3 Measured Delay and Delay Jitter Character-
istics

To aid in the analysisof delayfor sucha large set of
measuremerdata,we begin by examiningthe statisticsof
delaysincurredby probesover 10 minute intervals. We
recordfor eachsuchinterval the minimumandmaximum
delays,and variousdelay percentilegprimarily the 50th
and90thpercentiles) We thenplot thesefor all 10 minute
intervalsfor a 24 hour period. We shav in Figure7 such
aplot for a numberof paths;namely the pathTHR-ASH
of provider PlandhepathsSJC-ASHof providersP7and
P2.

The minimum delay obsened correspondso the fixed
portion of the end-to-enddelay; it usually remainscon-
stantacrosdime. Therearecase®bsenedwhenthefixed
delayhaschangedhsaresultof aroutechange.The min-
imum delay is typically belov 10 ms for pathsjoining
citiesonthesamecoastEWR,ASH andAND ontheEast
Coast),andin the rangeof 30 to 45 msfor pathsjoining
citiesacrosghe US (SJCon the WestCoastandthethree
citiesontheEastCoast).Oneexceptionto theaboveis the
pathTHR-P1-ASHthathasa minimumdelayof 78 ms.

The maximumdelay and delay percentilesare impor-
tantto identify intervalsduringwhich probeshave experi-
enceddelaysthatarelarge comparedo the minimum. If
in a one 10-minuteinterval we obsene a high maximum
accompanietly increasedialuesof the percentilesthenit
meanghattheinterval is of interestfor furtherstudy The
delaystatisticsexhibitedin Figure7 arealsousefulto give
anindicationof the effect of time of day on measuredle-
lay. It alsoaidsusin comparingpaths;for example,from
Figure 7 we seethat the path THR-ASH of P1is a path



ASOO' .
E L
E 400k maximum o
S e - AN .
£300f°s, R Seote .
> <. o N TR el e e ot .
- 'O
3 S
AR
SR e S g
PO 1
0 . minimum . 50%
0 5

10 15
time of the day (UTC)

(2) PathTHR-P1-ASHon Wed06/27/01(UTC)

300

250 o o

nN
=3
=]

maximum

o/

;\\\%o.mumg«m:/m% PR
Jo
L)

501

delay in 10 min (ms)
PN
&Q
o

N
1)
=]

™ minimum, 50%, 99%

0 5 10 15 20
time of the day (UTC)

(b) Path SJIC-P7-ASHbn Wed 06/27/01(UTC)

300

i T . "
maximum
250+ *
—_ -
(%2}
£
£ 200f
£
=] .
€ 150 . o .o
> A .
% o... ° o o
. .
S ook Kak s . N sy‘."",'.
B oo O w3 IO NS ctotnf e a's,
o o M
50 99% ® S
minimum, 50% /
o . .

0 5 10 15 20
time of the day (UTC)

(c) Path SJC-P2-ASHbn Thu06/28/1(UTC)

Figure7: Delay percentilesper 10 minuteintervals for a
24hperiod

that exhibits high peaksaswell as high percentilesmost
of the day, while at the otherextremethe pathSJC-ASH
of P7is a paththat exhibits ratherlow delays. The path
SJC-ASHof P2is a paththatis usually good (similar to
P7)for mostof the day, but doesincur higherdelaysover

a certainperiodof theday.

In this paper we are primarily interestedn analyzing
the delay variations experiencedby probesin order to
identify thevariousdelayjitter patternghatmaybefound
andcharacterizeahem. This requiresthatwe plot the de-
lay of individual probesversugheirrespectie sendtimes.
A typical exampleis shovn in Figure8. The delayvaria-
tionsthatwe seeshav thatthe delayis constantlyvarying
within acertainrelatively smallrangeabovetheminimum.
Therearefrequentvisits to the minimum,indicative of the
fact that during the periodsdisplayedthe corresponding
pathsarelightly loaded.This type of delayvariationpre-
vailsandcorrespondso whatonemightcall thenormalor
regularpatterns.
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Figure 8: Delay of individual probeson path THR-P1-
ASH, onWed06/27/01at2:10(UTC)

There are however larger delay variationsthat occur
Examplesareshowvn in Figure9. Thesedelayvariations
occurin the form of spikes, wherebya spike consistsof
a suddersizeablgump in delayfor a probe,followed by
a successiomnf probesdelaysdecreasindy 10 mseach.
We note that since probesare sentdeterministicallyone
every 10 ms,thedelaysof probessucceedinghe peakfol-
low aline with a slopeof -1. (SeeFigure9-a). The only
parametecharacterizingucha spike is the magnitudeof
thejump, or equivalentlythe peakdelay Therestsimply
follows. The spike shawvn in Figure 9-b is not assimple
asthat of Figure9-a;thereare several smallerpeaksthat
follow the first and tallestpeak. In this case,the entire
event may be characterizedy the magnitudeof the first
(highest)peakandthe width of the spike; i.e., thenumber
of probesnvolvedin thespike.

Thereareyetothersituationsthatdiffer from theabove
description An exampleis shovnin Figure9-c. It consists
of arapidsuccessionf spikeslastingover sevenseconds.
Anotherexampleis shavn in Figure9-d. In this casefol-
lowing thesudderjumpin delay anumberof probesncur
roughly the samedelayasthe peak,beforethe linear de-
creasein delayis obsened. This is an exceptionto the
triangularspike shapethathappensn provider P5for a5



_ delay (ms)

EJ D EY ED ES %9 2805 200 _ 2005
time (sec) time in sec

(a) "Model" spike, on path
SJC-P7-ASH, on Wed
06/27/01at2:00(UTC)

(b) High spike, on path
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(c) Clustered spikes, on
pathEWR-P4-SJCon wed
06/27/01at21:00(UTC)

(d) "Spike", on path SJC-
P5-EWR,on Thu 06/28/01,
at17:00(UTC)

Figure9: Examplespikes

hoursperiod. However, the large majority of spikesin the
tracedfollow thetriangularshapeof 9-a.

The characteristicef spikesandthe specificpatternof
occurrencevary from pathto pathandovertime. Weillus-
tratethis factby examiningpathsfrom thethreeproviders
discussedbove: P1,P7andP2. We areguidedby thede-
lay statisticsgeneratedor 10 minutesintervalsandshown
in Figure 7 above to selectperiodsof time on which to
studyin greateretail.

2.3.1 Discussiorof PathfromP1

The pathfrom THR to ASH belongingto provider P1,
seeFigure 7-a, is a highly loadedpaththat exhibits high
delay variations: high peaksand periodsof time during
whichthespikesoccurat high frequeng.

Most of thetime, delayis low (roughly belov 150 ms)
and follows a randompattern,consistingof spikes with
randompeaksthathapperat randomintervals. For exam-
ple, the patternshovn in Figure 8 correspondso sucha
regular period (from 2:00- 3:00UTC on Wed 06/27/01).
We considempeakdelaysof aconsiderablaizeto bethose
above 85 msandwe obsenethattheir distribution follows
anexponentialshapeg(with a meanof 92 ms). Figure 10-
a shows the complementargumulative distribution func-
tion (CCDF) for all probedelaysandfor the peakdelays
in particular It is interestingo notethatthedistribution of
all probedelayss very closeto thedistribution of thepeak
delays,which canbejustified by the triangleshapeof the

spikes. Theperiodof time separatinghesespikesalsofol-
lows approximatelyan exponentialdistribution, asshavn
in Figure 10-h The sameobsenationshold for most of
the day, whendelaysare small, i.e. roughly belov 150
ms. Thetruncatedistribution for peakdelaysbelon 150
msis alsoshowvn in Figure10.However, we obsenedthat
largerdelaystypically follow regularpatternghatwe now
discusdn detail.
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Figure10: Magnitudeandfrequeng of spikesonthepath
THR-P1-ASH, during the period: 2:00-3:00(UTC) on
Wed06/27/01.

Therearethreedistinct patternsobsened on provider
P1 that occurwhen delaysare high, i.e. above 150 ms.
Thefirst oneis shavn in Figure9-b: onehigh spike fol-
lowedby afew smallerones.Thesearethe highestpeaks
obsenred (ashigh as400 ms - 700 ms) andthey happen
every 10-20ms. From Figure 7 we seethatthey happen
duringthe periods0:00-1:006:00-10:00and20:00-21:00,
23:00-00:00.



The secondregular patternis shavn in Figure11-a. It
consistsof a spike with a peakat 250 ms followed by
smalleroscillationsthis shapés repeateavery 1.5-2sec-
onds. This patternoccurs9 timesin the entire measure-
mentperiodandit leadsto anincreaseo the mediande-

lay.

300

250

delay (ms)
N
8

=
o
o

100 H ﬂ

5 . . . .
gOO 602 604 606 608 610
time (sec)

(a) A regular pattern

14:50-15:00 UTC
T T

2201

2001

1801

=
5
3

delay in ms
N
8

L L L L L L L L L
270 275 280 285 290 295 300 305 310
time in sec

(b) Sustainedncreasen delay

Figure1l: Additional delaypatternsof provider P1

Thethird patternis the oneshavn in Figure11-h The
spikesaremorefrequentandthereis a sustainedncrease
in thedelayrangelastingfor tensof secondsThis pattern
alsoleadsto anincreasein the mediandelay seeFigure
7 andit happensl8 timesduring the entire measurement
period. It alsohappen®ftenon providersP2andP5.

2.3.2 Discussiorof PathfromP7

The pathfrom SJCto ASH on P7is a pathin a very
well provisionednetwork thatexhibits verylow delayvari-
ations. Delaylies in a narrov rangebetweend0.5and42
ms. However, we obsene spikesas shovn in Figure 9-
a that occur periodically every 10 minuteswith peaksat
80-90ms andoccasionally250-300ms. Aroundthe loss
eventshawn in Figure6, therearesomeadditionalsmall

spikes. This behaior leadsto thedelaypercentileshavn
in Figure 7-b. The sameobsenationshold for the only
otherpathof this provider.

2.3.3 Discussiomof Pathfrom P2

The path from EWR to SJCon provider P2 exhibits
mixed delay characteristics. For most of the day, there
is low delay variability similar to P7. Delay is between
37 and 45-50 ms, dueto clustersof two spikes, as high
as45-50ms spacedl secapart. Every 10 minutesthere
aresomehigherspikesof magnitude90-100ms. This re-
sultsin the low 99th percentileandthe highermaximum
obsenedin Figure7-c. However, between0:00and2:00
aswell asbetween14:00and20:00,the patternof delay
variationchangesin additionto the regularpatternthere
arespikesatleast1l00mshighoccurringevery 1 sec.This
resultsto an increaseof the 99th percentilein Figure 7-
¢ during thoseperiods. Figure 12 shows delaysfor the
periodfrom 1:00 and2:00, during which thereis change
from the lower delayto the higherdelaypattern.Most of
the losseventsfor provider P2, discussedn Section2.2,
coincidedwith suchchanges.
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Figure 12: Delay on the path EWR-P2-SJCfrom 1:00
until 2:00(UTC) on Thu 06/28/01.

3 EFFECTS OF MEASURED LOSS AND DELAY
CHARACTERISTICS ON THE QUALITY OF VOICE
COMMUNICATION OVER THE INTERNET

In this section,we concernourseheswith the effects
thatmeasuredossanddelayhave on the quality of voice
communicationover the Internet (backbonenetworks),
and whetherthe measuresve have at hand can remedy
theseeffects. We begin the sectionwith a short sum-
mary of the characteristicof voice communicationand
the kinds of impairmentsthat are incurredas a result of
lossanddelay We then provide a quick review of the
measureghat have beenproposedto mitigate theseim-
pairmentsand commenton their effectivenessn light of
themeasurementdiscussedn Section2.



3.1 Voice Communications Characteristics and
Possible I mpairments

The quality of voice communicatiorin the presencef
impairmentds assesselly a measureeferredto asMean
Opinion Score (MOS) that reflectsthe subjective rating
given by listeners. It is a quantitatve measuregiven on
ascaleof 1to 5. Themeaninggivento rangef valuesof
MOS:is providedin Figurel3.

User Satisfaction MOS
,,,,,, 5
Very Satisfied
***** 4.3 Desirable
Satisfied
Someusers | 4.0
dissatisfied Acceptable
—————— 3.6
Many users
dissatisfied
—————— 31
Nearly all users Not acceptable
dissatisfied for toll quality
""" 2.6
Not recommendeq
—————— 1.0 -

Figure13: Mean Opinion Scoreandits relationto voice
quality levelsandusersatisaction.

There are several factors that affect the quality of
speech:the encodingprocess,oss of speech,echoand
thetotal (“mouth-to-ear”)delay The encodingprocessat
the sourceintroducesdegradation.The MOS afterencod-
ing andwithout ary otherimpairmentis givenfor various
encodingschemedn Table1.

Tablel: Standarcencodersindtheir characteristics

Standard Codec Rate | Frame| MOS
type (Kbps) | (ms) intr.

G.711 PCM 64 4.43
G.729 | CS-ACELP 8 10 4.18
G.723.1| ACELP 5.3 30 3.83
G.723.1| MP-MLQ 6.3 30 4.00

The effect of loss of speechhas beenstudied exten-
sively; for asurwey of suchstudiescanbefoundin [5]. We
shaw, for example,in Figureasummaryof thedegradation
dueto speecHossfor G.711by plottingthe MOS attained
asafunctionof thefractionof pacletloss.We notethatthe
degradatiordueto lossdepend®nthedurationof clipped
speechthelongertheclippedspeectdurationstheworse
the degradation. Furthermore the quality degradationis
very high if lossconcealmenis not used. However, loss
concealmenhasits limit. For example,a study of loss
concealmenin G.723.1hasindicatecthatits effectiveness
decreasermpidly with the durationof clippedspeech|6].

It is showvn that, for a givenpacletlossrate,lossconceal-
mentis quite effective whenclippedspeechs equalto 30

ms (a singleframein G.723),lesseffective whenclipped
speechs equalto 60 ms (2 frames),andhardly effective

whenclippedspeechs equalto 120 ms (4 frames). This

is explainedby thefactthatwhenclippedspeectstartsex-

ceedings0ms, it startsaffectingintelligibility , sincedura-
tionsof speeclhof 60 msandhighercover phonems.

T T
Emodel, 10ms loss, without PLC, uniform loss
AT&T and Emodel, 10ms loss, with PLC

niform loss
bursty loss
ETSI, uniform loss, 10ms and 20ms 1|
w

Gruber, 10ms loss,
without PLC, uniform loss

10 15 20
% packet loss

Figure14: G.711quality undervariouspacletlosscondi-
tions.

The presenceof echoin speechrepresentsa major
sourceof quality degradation. Indeed,echois not per
ceptibleonly if the end-to-enddelayis very short(belov
10 ms),andthe longerthe delayis the moreannging its
effectbecomes.

Long mouth-to-ear{m2e) delaysaffect the interacti-
ity betweencommunicatingparties. The m2e delaythat
canbetolerated(andthusis not consideredo introducea
degradationin MOS) dependseavily onthetype of task
undertalen;the latteris characterizedy thefrequeng at
which the communicatingpartiesalternate. On one ex-
tremeof the spectrumthetaskconsistof two peopletak-
ing turnsreadingrandomnumbersasquickly aspossible;
on the otherextremeis relaxedfree corversation.The E-
modelstateshat on averageinteractvity is not adwersely
affectedif them2edelayis 150ms or lower, [7]. For the
mostinteractive task, m2e delay of 150 ms introducesa
decreasén MOS of about0.5.

3.2 Comments on the Effects of Measured L oss
and Delay in Backbone Networks

We addresdirst the effect of paclketloss. We notefrom
theabore summarnythatelementarypacketlosseventsthat
encompass few paclets, say up to 2 or 3 consecutie
pacletslead to a mereincreasein backgroundnoise as
long asthe percentagef speechloss remainsrelatively
low. For example,we find in this cateyory pathsbhelong-
ing to provider P3in which paclet loss involve individ-
ual pacletsandthetotal lossrateis 0.25%. Furthermore,
for sucheventswherethe numberof consecutie paclets



lostis 5 or less,lossconcealmentechniquegperformade-
guatelyin mitigatingthe effect of pacletloss.Elementary
eventsthatspanargernumberof paclets,suchasthosewe
identifiedthatspanabout20 packetscannotbe concealed,
andmay causdossof intelligibility . Also, nothingcanbe
doneaboutlongerperiodsof consecutie pacletloss(such
asthoselastingsecondr minutes). The only remedyin
thesecasess to improvethereliability of the network and
decreasehe network reconfigurationtime when failures
occut

Giventhe magnitudeandfrequeng of spikesthathave
beenobsenred,it is clearthatdelayijitter in Internetback-
bonenetworks posesa seriouschallenge As statedin the
introduction,aprincipalwayto overcomedelayvariations
is by meansof buffering and play-out scheduling. The
guestionthenis: canthe proposedechniquesopewith
thedelayvariationsobsened?Consideifor examplefixed
playoutscheduling Eitherthetargetend-to-enddelayhas
to befairly largeto accommodatéhe high spikes,or sig-
nificantspeecttlippingis to occur, leadingto poorspeech
quality, especiallywhen suchclipping is to occur every
few seconds.The problemthenbecomes:how to deter
mine the magnitudeand frequeng of spikesin orderto
malke the appropriatechoice? Thereis so much varia-
tion in delaythatan a priori characterizatiorof pathsin
termsof delayjitter seemsmpossible(exceptfor thewell
behaiing paths). One hasto considerschemesvhereby
learningaboutthe path’s characteristictakesplaceasthe
call progressesaiding in adjustingthe fixed scheduling.
Thelearningin questionshouldconsistof identifying the
delayspikeswhenthey occurandidentifying their magni-
tudeandfrequeng. A consenrative responséo thelearn-
ing would consistof adjustingupward the playoutdelay
to alwaysguarantegoodspeechguality in theremainder
of the call, regardles=f the effect that this may have on
interactvity. A lessconsenative responsavould consist
of adjustingupwardthetargetdelayonly if thefrequeng
of occurrencef spikesis above a certainthreshold.Yeta
third approachs to provide the userthe ability to express
his or herpreference.

It is notclearthatthe adaptie schedulingschemegpro-
posedn [2, 3, 4] would performwell with thedelayvaria-
tionsobsenedin themeasurementdndeed schemeshat
follow closelythe delayprofile, ignorethe factthatspikes
repeatin time. Theseschemesvork well only if the vari-
ationsin delaytake placeatamuchslower ratethanis the
casein reality. This wasshown to be indeedthe casein
[5].

Perhapghe bestapproachto finding a solutionto the
problemis simply to preventlarge magnitudespikesfrom
occurring. We have no clearexplanationfor their occur
rence. Sothe challengeis to find out the causedor such
largevariationsandaddresshemseriously

4 CONCLUSION

In this paper we have studiedlossanddelay measure-
mentscollectedoverthebackboneetworksof majorISPs
in theUS. We alsodiscussedhow thesecharacteristicsf-
fect voice quality andto what extent existing techniques
areableto copewith them.Wefoundthat,althoughpaclet
voiceis in generalfeasible,mary of the measuredack-
bonesare not readyto supportVolP today dueto delay
variability (in the form of spikes)andloss events. The
cause®f this behaior seenrelatedto network reconfigu-
ration, routerinternal operationsand protocolexchanges,
and not due to congestion. The causeseedfurther in-
vestigationandthe problemsneedto be fixed beforethe
Internetbecomeseadyto replacethetelephonenetwork.
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