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Abstract—This paper studies the use of multicast mance analysis, dynamic programming, location
together with proxy nodes for reliably disseminating problems, hierarchy, optimization, approximation
data from a single source to a large number of scheme.
receivers. In order to achieve reliability, data must
be retransmitted in case of loss either by the source
or by special network nodes, called proxies. Each |. INTRODUCTION
proxy is responsible for reliably delivering the data
to a subgroup it is assigned. The multicast tree is Data dissemination applications such as the
partitioned into subgroups that form a hierarchy distribution of newspapers or movies, as well as
rooted at the source, hence the term Hierarchical the updates of stock quotes, software and web
Reliable Multicast. The performance of this approach caches require reliable data transfer from one
strongly depends on the topology and the loss char- source to many receivers of potentially huge

acteristics of the underlying tree and the location . . NN
of proxies. In the first part of the paper, we study number and wide geographical distribution. In

the processing and bandwidth performance of such this paper, we study the use of multicast for
a reliable multicast dissemination given the tree and serving such one-to-many applications.

the placement of proxies. In the second part of the  |P multicast naturally fits such applications
paper, we develop dynamic programming algorithms  y constructing the multicast routing tree that
that give a placement of a fixed number of proxies v the source to reach all receivers. The
on an arbitrary tree that minimizes the bandwidth .

used for reliable transfer. The first algorithm provides We”'known strengths Of_ IP mUIt'CaS_t a_re that
an optimal solution to the multicast proxies location It Saves network bandwidth by duplicating the
problem in polynomial time, in the number of nodes packets only where it is necessary and that
and proxies. The second is an approximation algo- it allows for dynamic membership in a way
rithm that giVeS a solution with cost within a chosen transparent to the source. However, IP multlcast
precision from the optimal, in an improved running provides only a a best effort delivery, while

time. An optimal and an approximate solution are licati do h liabilit . ¢
also provided for the proxies location problem if appfications do have reflabiiity requirements.

unicast is used for transmissions. Applications of this A large number ofReliable Multicast (RM)
dynamic programming approach to related problems protocols have been developed in the last
are discussed. decade mainly for the purpose of ensuring
Keywords: reliable multicast, proxies, perfor- reliability at the transport layer and also for en-
suring some congestion control in the network,
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pecially for large numbers of receiverseed- work at the source (subsection IV-A) and the
back implosioroccurs when large groups sendetwork bandwidth (subsection IV-B) needed
feedback without duplicate suppression, thder reliable transfer. Section V studies the opti-
unnecessarily wasting bandwidth, overwhelmmal placement of a fixed number of proxies
ing the source with processing and increasiran the multicast tree in order to minimize
the latency in the delivery of data. Anothen total bandwidth measure, for multicast and
inherent problem is thexposure,[21] (also unicast transmissions in sections V-A and V-B
called the crying baby problem [7]): parts respectively. In subsection V-A.1, we give an
of the tree that experience high loss, exposdgorithm that provides an optimal placement
the rest of the tree to unnecessary retransmier the multicast problem. In subsection V-
sions. Thedrop-to-zeroproblem occurs whenA.2, we give an approximation algorithm for
receivers with poor capabilities force the reshe multicast problem too. An example of the
of the group to adjust at the slowest rate.  approximation algorithm using a realistic topol-
One successful approaches that deals witlgy and MBONE measurements is given in
the above problems is the hierarchical proxiesibsection V-A.3. Also algorithms to find both
approach, which we caHierarchical Reliable the optimal and an approximation are given
Multicast (HRM) This approach partitions thein subsection V-B for the unicast case. Possi-
multicast delivery tree into subgroups that forrhle applications of the Dynamic Programming
a hierarchy rooted at the source. Each subgroapproach to related problems are discussed
has a representative, called proxy, which keepys subsection V-C. Section VI concludes the
copies of data packets, collects the feedbaprper.
from the receivers in the subgroup and locally
retransmits the packets, if needed. Feedbadk- RELATED WORK AND CONTRIBUTIONS

implosion is limited because each proxy han- There are three bodies of work related to this
dles a smaller size of subgroup. Limiting th@aper: (i) implementation work that motivates
feedback and the retransmissions locally savgfe study (ii) performance evaluation work re-
bandwidth and limits the exposure of the googted to the first problem and (iii) optimization
parts of the tree. The recovery latency is rexgorithms for location problems, related to the
duced as repairs come from a proxy locateskcond problem we are studying.
close to the point of loss. Large numbers of As discussed in section lIl, there are many
receivers may join the group in this hierarchicalpplications [9], [29] and transport protocols
scalable way. [16], [7], [6], [15], [28], [3].[23], [21] that fol-
The performance of such hierarchicabw the model of hierarchical reliable multicast
schemes, strongly depends on the underlyiby using local error recovery combined with
tree topology and its loss characteristics, anderarchy. They address performance evalua-
on the selection of proxies. In this papetion by means of simulation and they place
we study two problems: the performanceheir proxies using heuristics. Our work is
evaluation of a tree given a placement aff analytical nature and can be used for the
proxies and the optimal placement of proxiesassessment of these schemes and for optimiz-
The structure of the rest of the paper is as falRg their hierarchical structure. On the other
lows. In Section Il we discuss work in this arehand, measurements [27] and realistic network
and how our work relates to it. In Section lliscenarios [6], are the input to our algorithms.
we present our model for Hierarchical Reliable The first problem we study is performance
Multicast. The performance evaluation of amevaluation in terms of work at the source
entire multicast tree is reduced to evaluating trend bandwidth. Previous work on performance
performance of every subgroup, in section IVanalysis of reliable multicast has focused on the
The performance measures considered are therk at the source. TheFE[M]" measure of



subsection IV-A was defined and analyticallgost within a choser(1l + ¢) precision from
calculated in [1] and ever since it has beethe optimal, inO(nhk?logn/e) time, whereh
used in most performance analysis work ois the height of the tree. The approximation
RM: [12], [20], [10], [19], [26],[6], [18]. Its algorithm although suboptimal, has the follow-
calculation is computationally intense, so apng advantages. First it has better running time,
proximations [18] or simulations [6] are ofterespecially for short trees that are the case in
used. We extend the understanding of this melslBONE, [27]. Second, it is appropriate to use
sure and we apply it on a realistic example. Thehen the input of the problem itself (i.e. the
second measureZ{T|” captures the bandwidthlinks loss rates) are known within a certain
used to reach all receivers at least once. So fprecision. In addition, it is not as sensitive
it has been only counted by simulation [15] oas the optimal algorithm to the precision of
approximated by an upper bound which is tightumerical calculations. Finally, it generalizes
in simplified star topologies [12], [10], [19].t0 interesting variants.

In section IV-B we calculate it analytically We also consider the optimal location prob-
based on our previous work [17]. We givéem for the unicast case, which is similar to
closed formulas in special cases and a recursive K-median problem with the difference that
method for the general case. there are loss probabilities, instead of fixed

The second problem we study is the optima&losts, associated with links. The dynamic ap-
placement of a fixed number of proxiek) (n proach still applies and gives an optimal solu-
order to minimize the total bandwidth needetion in time O(nhk?) and(1+-¢) approximation
to reach all (n) receivers at least once inin O(nhk>logn/e) time. Finally, our dynamic
an expected sense. Similar problems that logkogramming approach can also handle various
for optimal placement of facilities on graphstelated network design problems, section V-C.
known in general adocation problemsand
in particular as theK-median problem, have Il. MopEL
been studied in length, [4], [24], [2], [14], [11]A- Problem Context
for unicast data delivery. To the best of our We are interested in applications that reliably
knowledge, the location problems for multicasfisseminate data from a central location to a
transmission had not been solved so far. ldrge number of receivers, whose locations are
unicast transmissions are used, the cost ofr@atively fixed in time. Multicast is used as the
subtree depends only on the subtree itseffelivery method for its bandwidth-efficiency
The multicast case is fundamentally differerdnd proxies are used to localize retransmissions
in that the cost of a subtree depends on th@éd provide scalability. As a generic example,
transmissions destined to nodes not only insid@e can imagine the electronic distribution of
but also outside of the subtree itself, eacime Wall Street Journal using multicast from
multicast transmission is heard by all nodege central office to remote servers and from
whether they need it or noéxposuregroblem). each local server to all the receivers in its
We dealt with special cases, i.e. chains amgivn local area. Another example is the use of
uniform trees, in previous work [17]. Starburst Multicast MFTP by “Toys R Us"[9],

In this paper, we provide two algorithmgo distribute software and pricing information
that solve the location problem for an arbitrarfrom their data center in New Jersey to more
multicast tree. They both follow a dynamidhan 900 US stores over a VSAT network. The
programming approach, similarly to [24] andame technology for reliable data delivery has
[14]. In section V-A.1, we present an algorithmalso been used by Wal-Mart to transfer media
that provides an optimal placement@nn3k?) files to 2000 stores worldwide, [9]. Updating
time. In section V-A.2, we present an approxweb cache contents could be another applica-
imation algorithm that gives a solution withtion. [29] proposed an adaptive web caching



structure using multicast for data dissemination
to the caches and a self-organizing hierarchy of
caches. The methods we present could be used
(i) to evaluate the performance of their structure
and (ii) to optimally place their caches.

The mechanism used to serve the reliable
dissemination application could be one of the
proposed reliable multicast protocols or a pro-
prietary scheme, as long as it uses multicast for

subgroup. All members send feedback
back to the proxy, in some way ignored

in this model. If all members of the sub-

group have received the packet at least
once, then the proxy multicasts the next
data packet. If one or more members
of the subgroup lost the packet, then
the proxy retransmits it. There are two

options for retransmissions:

data delivery, a hierarchy of proxy nodes and
provides full reliability. Many existing layer-
4 reliable multicast protocols follow this ap-
proach of hierarchical error recovery through
proxies: RMTP [16], LBRM [7], LGMP [6],
OTERS [15], TMTP [28], RMX [3]} In the b)
cases where the application achieves reliability
through some overlay network of servers, the
topology shown in Figure 1 is a logical one,
connecting the application nodes through an
overlay network; the loss rates should then
summarize the loss across multiple consecutivex)
physical links.

a) Multicast. The proxy multicasts the
packet to the entire subgroup even
if some members don’t need it. This
pure multicast scenario is the focus
of the paper, subsection V-A, .
Unicast. The proxy unicasts the
packet only to receivers that re-
ported loss. Pure unicast retrans-
missions and mixed scenarios are
considered in subsections V-B and
V-C respectively.

Subgroups are separated in the sense
that transmissions from every proxy to
the members of its subgroup are limited
B. Modeling Assumptions locally and do not reach members of any

We use the model shown in Figure 1. Our ~ Other subgroup. _ _
modeling assumptions are the following. ~ Let us now justify our modeling assumptions
1) The root is the source and all other nodé¥'e by one. . . .
are receivers (a single-source multicast According to Assumptiori there is a single
tree). source, which naturally fits the data dissemina-
2) The topology and the loss probabilities dion applications that we consider. The problem
the links on the multicast tree are known¥ith multiple sources can be considered as
3) The tree is partitioned into subgroups (Os;uperposition of multiple single-source_ trees, as
subtrees) that form a hierarchy rootegugdgested even at the network layer in [8].

at the source. The root of each subtree ASSUMPption2 states that the topology and
acts as a proxy for this subgroup anthe loss rates on the links of the multicast tree

as a simple member for the upstreard’® known. One might wonder how realistic is
subgroup. such an assumption, especially that IP multicast

4) Error recovery inside a single subgroup jgrovides tlransparent cpnnectivity and allows
performed as follows. The proxy multi-for dynamlc m_embershl_p’? The problem u_nder
casts the original data packet to the whoffudy is a relatively static one, where receivers

. _ _ - do not change frequently. In this case, it is

In their context, nodes performing proxy functionality arqndeed possible to acquire knowledge about

called designated receivers or DRs in RMTP and OTER%h It d its | h ..
log servers in LBRM, group controllers in LGMP, domain e multicast tree and Its loss characteristics

managers in TMTP or proxies in RMX. Proxies may bdhrough measurements. For example, a receiver
members of the group (in LGMP, RMTP, OTERS) or specigbgn use the MTRACE tool to find out the

servers (in LBRM, RMX); they may be co-located with the lti t t d llect link | tatisti
routers, assisted by them (in PGM [23], OTERS, Lms [2fnu!ticast route and collect link 10ss stalistics

or at a higher layer. on the path toward the source. A protocol com-
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Fig. 1. Hierarchical Reliable Multicast

ponent called “Tracer”, was proposed in [13between (4a) and (4b) based on the number of
exactly for this purpose. [15] also assumes sucbtransmission requests . It is important to men-
a backtrack capability, to track the path frontion that dedicating the proxy as the responsible
the receiver to the source. Also, recent wonkode for retransmissions, also allows for easy
in [22] and [25], made it possible to infer thecongestion control. In other schemes, when the
topological structure and the loss probabilitiegriginal packets come from the source without
based only on end-to-end loss prints and thaipordination with local repairs, possible con-
correlation. Finally, actual measurements agestion problems may arise. However, we do
MBONE, [27], [5] are already available. not model the congestion control module of

Assumptions3, 4 and 5 capture what hi- reliable multicast protocols. Finally, modeling

erarchical reliable multicast protocols, [16]:31s.sumption. 4, mz.itches‘ also the problem of
[7], [6], [15], [28], [3], actually do: build a reliable delivery via dedicated servers, where

des other than proxies/dedicated servers are
ept simple and do not provide retransmission
capability.

Assumption4 describes the error recovery
scheme inside each subgroup. The proxy isAssumption5 states that subgroups are sep-
the only node allowed to send retransmissioratated from each other and it captures the
In practice, receivers may also send retranfct that all HRM schemes try to localize the
missions in their neighborhood. However, it isecovery traffic among members of the same
desirable to make the appropriate receiver, i.gubgroup and not reach any other node. To
the one closer to the point of loss, send thechieve this separation, the proxy needs a way
retransmission. Both LMS [21] and OTERSo address exclusively the members of its sub-
[15] try to find a “turning point”, i.e. the root of group. In practice HRM protocols may achieve
the subtree where the loss occurred. If there ates goal exactly (e.g. by using a separate mul-
many losses spread across different branchesst address [6]) or approximately (by using
then a single multicast retransmission (4a) withe group’s multicast address and TTL scoping
be a repair for all. If only a few and uncor{28], or by using subcasting [15] and TTL
related receivers experience significant lossesoping). However, both methods have well-
then it makes sense for the proxy to send uriknown weakness. Using separate multicast ad-
cast retransmissions (4b) only to them. Sontresses for subgroups does not guarantee that
protocols, e.g. [16], have the ability to switctithe retransmissions are forwarded through the

hierarchy of subgroups and localize the err
recovery.



same multicast tree as the original transmissiofm,n); so the link transmissions are T=5. If the
TTL scoping lacks direction; the applicabilitynext multicast transmission is successful, then
of administrative scoping depends on the locd=2 and T=5+7=12 total link transmissions

tion of the receivers. have taken place.

Our performance measures are the total num-In this section we address the following
ber of transmissions needed to deliver a packafoblem. Given the topology of the subtree
correctly to all members. They depend oand the loss rates of the links, we calcu-
the underlying tree characteristics, the topolate analytically the mean values of the two
ogy and the link loss rates and they are thmeasures of interest (i) the expected number
same whatever feedback mechanism one uggstransmissions from the sourcé;[M/] and
to report the loss. Feedback traffic is considi) the expected number of link transmissions
ered negligible compared to the forward trafficE[7], needed for all members of the subgroup
Many mechanisms can be used to reduce fead-receive a certain packet at least once. The
back such as the use of negative acknowledgetation used in this section is summarized in
ments (NAKs) with duplicate avoidance (i.eTable I.
receivers listen to the multicast group address
for duplicate NAKs before sending their own o
requests) or summary feedback instead of pBr Transmissions from the proxy
packet feedback . The appropriateness of suchA commonly used measure in the perfor-
feedback suppression mechanisms dependsraance analysis of reliable multicast i${)]
the application. , the expected number of transmissions by the

proxy for a packet to reach correctly the entire
IV. PERFORMANCEANALYSIS OF A SINGLE  subgroup. It captures the amount of work at
SUBGROUP the source and it affects the network bandwidth

In this section we consider a single subdsed.
group, e.g. subgroup 2 in Figure 1, in which all Let us consider the subgroup 2 of Figure 1
transmissions come from the proxy. This couldith proxy P. A packet is initially multicast.
be the entire multicast tree if the source itself there were no loss, there would be exactly
were the only proxy. one multicast transmission. If there is loss, the

We are interested in two performance meg@roxy P retransmits the packet until all the
sures: the number of transmissions by the proxypdes in the subtree receive it at least once. [1]
M and the number of link-transmissiois The recursively calculated the cumulative probabil-
first measure captures the amount of “workity F,, (i) =Pr{after i transmissions, all nodes
required by the source; it is also related to theom n and below, received the packet at least
delay and bandwidth overhead introduced hynce}, starting from the nodes and proceeding
retransmissions. The second measure captutesards P. Thus, [1] calculatedE[M] at the
the bandwidth spent across the entire multicgstoxy.
tree to achieve reliability. Indeed, retransmis- One can think of these calculations as a way
sions take place when a loss occurs; due to find the“equivalent link” of a subtree in a
their multicast nature, they use bandwidth odbottom-up way. An analogy from the electric
all links of a subgroup, not only the ones thatircuits, could be the equivalent impedence of
incurred the loss. The random variabldg an entire circuit using the Norton and Thevenin
and 7' depend on the link loss rates and theules. An entire multicast tree rooted at the
topology of the treeM andT although related, source S can be thought as equivalent to a
they are different. For example, let us assuniek with appropriate loss ratg.,.:;, such that
that the proxy in Figure 1 sends the initiathe expected number of transmissidnig\/] as
multicast packet (M=1) which is lost on linkseen by the source is the same. Similarly to



TABLE |
NOTATION USED IN SECTION IV

[ Symbol | Meaning

M number of transmissions by the source, until all nodes receive a packet at least once (deterministically)
E[M)] mean number of transmissiond
T number of link-transmissions, until all nodes receive a packet at least once
E[T] mean number of link-transmissiofs (deterministically)
T*, E[T*] | number of link-transmissions, until all receivers receive a packet at least once in the expectedZ$@nses(received] >= 1)
E[T*] mean number of link-transmissiois*

1,2,...n nodes
1,2,...L links

Di probability of loss on link:
F,(3) Pr{all nodes from n and below, receive the packet at least once, after i transmission}
P probability that a packet is transmitted across link |

the electric circuits paradigm, all one needs ®wource. The experiment is repeated many times
reduce an entire acyclic circuit are the rule@0000 original data packets), so we expect the
for combining impedences in parallel or iload measured by simulation to be close to the
tandem. Figure 2 shows the equivalent of twensemble average[M].
links in a row or in a star with respect to the |n the first scenario (1), [6] considers a flat
E[M] measure. Applying those rules startinglierarchy where all retransmissions come from
from the leaves and proceeding up toward thRe source. A second (Il) and a third scenario
source, leads to the calculation B8fM] from (11I) group the receivers into three separate
the proxy. subgroups shown in Figure 3. In scenario II,
Note however, that the computation BfM/] subgroups try first to locally recover from the
can be exponential in the number of nodeim loss and if they fail, they request the lost
the general case, as we discuss in [17]. E.g. fpacket directly from the sourcg. Finally, in
a star withn leaves, one has to find thgé[M] scenario lll, subgroups G, LG, request lost
Or Dequiv, CONsidering the union of error eventpackets from the source whileG; requests
on links 1,2,...n, i.e. 2" subsets. lost packets fromLG,.

Let us now compare the simulated to the Figure 4 compares the analytical and simu-
analytically computedE[M] using a realistic lation values ofE[M], i.e. the mean number of
example. Figure 3 shows the tree topology arichnsmissions by the source to achieve reliable
the loss rates measured in [27] for a multicastelivery, in these three scenarios. It is clear that
session over the MBONE. This topology wathe two values are very close. This shows that
used, among other studies, in [6] to evaluatte model of Section Ill captures the impor-
the performance of different subgroups an@nt features of the problem (and the actual
hierarchies. Receivers first request lost packdt&MP protocol [6]). This confirms that we
from members of the same subgroup and ¢an trust the analytically calculated measures
they fail, then they send a request upstreafi) for performance evaluation and (ii) as our
in the hierarchy. For details on the LGMPobjective functions for the optimal placement
protocol, the reader is referred to [6]. Thef proxies. Furthermore, one could have come
performance measure used by [6] to captute the conclusions of [6] analytically, without
the network load was similar tdZ[M]: the the need for simulation. As a side comment,
total number of packets traveling in the netFigure 3 also demonstrates the benefit from
work (including retransmissions) divided by theising proxies in this specific, although limited,
initial fixed number of packets sent by thecenarios. Compared to the flat scenario, sub-
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groupings | and Il decreasE[M] by half (to already arrived to node (In the Markov-chain
approximatelyE[M] = 1, the case for no loss).terminology, this is the” time” to absorption by
state L given that we are in state)

B. Bandwidth analysis Ty, =0,T, 1 =1+ pTh,
T o=1+pTy+ (1 —p) T, ..,

However, not all transmissions/ by the Ty =1+ pTy + (1—p)To.

proxy cross all links, depending on the topol-
ogy and where exactly the losses happen. L
us calllink-transmissionsor 7', the number of

links crossed until a multicast packet reaches %{ﬁ — 1} (2)
every receiver at least once, either at the first

or at its later transmissions. Its expected valuelTrt'eES";me procedure‘fcan bﬁ fapplled t(ljl cal-
E[T] captures the average bandwidth used p%ll‘ ate B[] on a non-unitorm chain. as wetl as
graphs with degrees greater than one. How-

multicast packet to reach the entire subgroup. ¥ © .
ver in the latter case the number of states in

Let us first consider the special topologies . . L
a star and chain topologies and then the md e Markov chain grows with the combination

general tree topologyE[M] throughout all this of nodes. This fact motivated us to look for

section should be calculated as explained A10ther method appropriate for a general tree.
section IV-A 3) Tree topology: Consider an arbitrary

1) Star topology: Such special topologiestree Consider a link{, rooted at noden.
are realistic in cases like those measured Igri%t . Pg b?héhe rg)r(ObarZ';'a/tSth?nt 2 ttrrzlrr]fsrrrr]:iss-
[27] where loss happens mainly on the linkS. y proxy

. : ion across linkl. This is true if and only
connecting the source and the receivers , .
. . It the packet is correctly transmitted across
MBONE and are widely used in evaluatin . . .
Il links from the proxy O until node n:

reliable multlca_st protocols, [10_], _[12], [20].P — Pr{a packet arrives at node n) —
For star topologies, every transmission from the,,

€ 1 1 1
BT = To = by + iy + o+ 5 =

root crosses all links and the upper bound is" “:nodes on the path fromoton(L = Pi) -
tight: We now calculate the average number of
link-transmissions. Given the topology we can
ET]=EM]-L (1) pre-calculate all entrie&:, P,). P, also equals

the percentage of transmissions that affect the
link from (n — 1)to n, i.e. P,-M of M total
transmissions affect the litk—1,n). So a link

[ is crossedP,-E[M] times on average. Add
guer all links to get the total number of links
rossed on average:

2) Chain topology: Consider the chain
topology of Figure 5, where nod® is the
proxy and nodeg, 2, ...L are the receivers. Let
us first consider the same loss rateon all
links. On a chain topology, every transmissio
affects only the links until the point of loss. Thé
next retransmission starts from the proxy. TheE[T] = B[yt B - M] =, E[M - P
procedure stops when the last nddeorrectly Sy E[M]-P,=EM]-,P (3)
receives the packet. So, the average number
of link-transmissions can be calculated as the Alternatively, we can reach the same result in
average time to absorption by the last state a more formal way, [17]: Let be a link rooted
using the Markov chain of Figure 5. Being in 1, w.p.P
statei, means that the packet coming from th@! noden and X; = i 0, w.p.(1 iDPZ) be
proxy, was dropped on the link between noddke random variable indicating whether trans-
(t — 1) and i. Let T; be the mean numbermissioni crosses linkl or not. There are\/
of link-transmissions for reliable delivery totransmissions in total, wher#/ is a random
all L nodes, required, given that the packefariable itself. The number of transmissions
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crossing linkl is X; = ¥, X;; . On average: number of transmission required by the source
E[X)] = EX¥, Xy] = E[M] - E[Xy] = and/orthe proxies. We could try to (i) minimize
E[M] - P,. Add over all links! = 1,2,...L. the maximumE[)] between all proxies or (ii)
and get the same result as in equation (3jieet each proxy’s individual bound. However,
E[T| = E[M]-X>, P. we choose to minimize a global additive mea-
In order to verify equation (3), we apply it insure: the total number of link-transmissions in
the special cases of the uniform chain and tloeder for all nodes to deterministically receive a
two-nodes-star and we obtain the same resuftacket at least once. The calculation/f], in
that we obtained using the Markov-chain modelection IV-B, is exponential in the general case.
in the chain case. Indeed, for the uniform chaW/e choose a slightly different cost function: the

of Figure 5 we get: number of link-transmissiong™ required for
B . all members to receive a packet at least once,
Po=1II= (1-p)=Q0-p)" ", n= not deterministically, but in an expected sense.
1,2,.L -1, E[M]=1/(1-p)* In the calculations ofZ[T*] we use the rules
of Figure 6 for the equivalent link.
E[T] = E[M]-S3=0 7" Py = 250 -XhZi(1—  We define the problem of optimal place-
= L 1-(1-p)* _ 1, {; _ 1} ment of proxies as follows. Given the topol-
(-p)t 1-(0-p) —p L0-p* ogy of a multicast tree and its link loss rates

For a star with 2 identical receivers, we getr:}, place a fixed number of proxies in a
Ty = 2% using either of equations (1), (2)way to minimize the total link-transmissions,
3). min {Z’;ubgmpi:l E[Ti*]}, under the condition
that each node is reached in the expected sense,
V. OPTIMAL PLACEMENT OF PROXIES il.e.vE[#times a node n received a packet]
, V.
i _ _ To solve this problem, we follow a Dynamic
A good choice of a location for proxiespyogramming approach. First, we traverse the
becomes important to get the most benefit oyke bottom-up and fill a table, like the one
of a proxy. In the example of subsection Vi Figure II, with entries the cosf[T™] for
A the E[M] measure decreased almost by halfach subtree. Each row correspond to one
by using an appropriate subgrouping. In thigyptree and a number of proxiés allocated
section we are looking for the best placement @f this subtree. There are multiple rows for
a fixed number of proxies. The multicast nature
of this location prOblem makes it fundamen- 2In the tandem of Figure 6a, nodeneeds to send a packet
tally more difficult than the unicast location.—_ times on average to reach nog@leFor this to happen,

1—p-
problem, as discussed in the Related Work)dfao needs to reach nodenot just once butl_i times and
section. thus to send the packqt_l% . 1171 times on average. In the

. . _star scenario of Figure 6b, no(ligneeds to multicast the packet
One approach could be to place proxies in,g,, ., 1=} times to reach the weakest link once in

way to bound measurB[M], i.e. the expected an expectéd sense.

A. Algorithm for the multicast case




E[M,], E[T]

OO0 = O—O

E[M,] =—L— | E[T,] =E[M,]-1

E[M], E[T]
=

1- pz ’
S 1 1
E[M,] = EM,] EM] =1 ]
o Trp T Ml = * 1 p T,
E[T,] = E[M,] -1 +E[T
ol = BML I+ BLLL E[T] =2-max{ L1 }
crossing link 0-1  crossing link 1-2 1-P 1- P,
(a) two links in a star (b) two links in a row

Fig. 6. EquivalentE[T*] , E[M] for reaching every node on average at least once

each subtree, as we vary the number of progelumns of the table correspond to values of
ies k1€{0, 1,2, ...k}. Each column correspondsn the range€(l,t,,].
to the number of transmissions from the Let us now formally describe two algo-
root of the subtree. Each entry of this tablathms: one that finds the placement with
cost(T,, ki,t) records the cost of the best posminimum cost inO(n?k?) time and an ap-
sible configuration of placing; proxies in the proximation algorithm that achieves cqdt+
subtre€T, given that we are going to send the)optimum, for a chosen precisiorg, in
messaget times in an expected sense. Ono@(nhk?*logn/e) time. Both algorithms use
the table is complete, we backtrack and finthe dynamic programming approach outlined
the optimal allocation of the proxies. above (fill up a table and backtrack in it). They
The approach of keeping entries for eadtiffer in the columns of their table: the range
subtree and number of proxies and then bacK- ¢,,] and the step of values in this range. The
tracking through the table is typical in solvingzalues oft will be exact for our first algorithm
unicast location problems using Dynamic Praand rounded up at some chosen precision for
gramming, [24] [14]. However, the multicastur second algorithm.
nature of the problem forces us to keep ad- 1) Optimal solution: Figure 7 shows a step
ditional entries. Indeed, the cost of a subtrae the dynamic programing: it adds a branch
when multicast is used depends not only dfi; to a subtre€l’;, and get the resulting tree
losses inside the subtree itself but also dF,. Equivalently it tries to complete the rows of
unnecessary transmissions destined to otlibe table in Figure I, corresponding to subtree
subtrees éxposureor crying baby problem). T,, based on the already completed rowsTgr
While calculating the cost of a subtree, thand 7. More formally, givenp, and the best
quality of links outside is unknown. Howeverway to placek; proxies inTr and k, proxies
it only affects the number of transmissions in 7}, for a range of:;, k, and transmissions
by the root of the subtree and the optimizatiomalues, we can compute the optimal placement
can be performed with this knowledge. of k1 + ko proxies inT,. If the parent received
There are two problems with the expectethe packet times, then the child received the
number of transmissions (i) it is not nec- packett(1 — p,)times.
essarily integral and (ii) it can be large. We Define = @STMuULTI(T,,k,t) to be
address these problems when we discuss the minimum (expected) number of link-
running time. For the moment, let the maxitransmissions for the subtrdé which hask;
mum number of transmissions needed to reaploxies in all and its root attemptsnulticasts.
all members in an expected sensethe The This cost would depend on whether the root
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Fig. 7. A single step in the dynamic programming algorithm

has a proxy or not. It is convenient to separate
these two cases.

Define ROOTED-MULTI(T,, ky,t) to be the ROOTED-MULTI(T,, ki, t) = i _gnifi _1[
cost of the multicast given that the subtrEe RN
has a proxy at its rootk, proxies in all and ROOTED-MULTI(TL, k1 — ko, t) +

attemptst multicasts. tw, + COST-MULTI (T, ko, t(1 — pu))]
Define  INROOTED-MULTI(T,, k1,t) to be

the cost of the multicast given that the subtregnNroOTED-MULTI (T,,k,t) = min |

T, does not have a proxy at its rootbut does k2=0,....k1

havek; proxies in all and attemptsmulticasts.. UNROOTED-MULTI(Ty, k1 — kg, 1) +
These costs areco (unfeasible solutions) tw, + COST-MULTI(Tg, k2, t(1 — pu))]

unless the expected number of packets received
by every node is at least. The following Starting from the leaves in Figure 7 (or
computes ©ST-MULTI. “min,” means that equivalently from the top of the table in Fig-
if there is a proxy at the root of the subtree, iire 1l) the dynamic program proceeds in this
chooses how many timesand over what con- bottom-up fashion, until we reach the root. The
figurations of proxies in its subtree, it shouldinal cost for the entire tre@ rooted at source
send the message to ensure that every naated ki proxies ismin, COST-MULTI(T k,t).
receives the message. Boundary Conditions:For a leaf node all
three functions aré) if ¢ > 1 and oo oth-
erwise. For any subtre&, if k&, = 0 then,

com(T,, ky,t) = min| ROOTED-MULTI(T, ki, t) is oo.
UNROOTED-MULTI(T,, k1, t), Running Time:Each row in the table cor-
min{ ROOTEDMULTl(Tv,kl,t')}] resppnds to a subtree and a number of
¢ proxies k1€{0,1,...k}. There aren subtrees

and k£ + 1 possible proxy values, therefore
We update the tables dOTED-MULTI and O(nk) rows in the table. Each entry of tables

LdNROOgllevl\\;U%‘;'. for thets.tgbtrgeTv_ qls UNROOTED-MULTI and ROOTED-MULTI can
shown DLEIow. Their computation 1S simliar ,q - gueq jn O(k) time and once these are

except for the number of proxies in the subtre@
: . ompleted, each entry of table OGT-MULTI
Ty, that is allowed to bé in the rooted but not P y

in the unrooted case takesO(1) work.
- ' The number of columns of the table, i.e.

*Note that the weights are considered = 1 here, but the the number of possible dlﬁe_rent V_alues of the
notation will be used in interesting variants in subsection V-@xpected number of transmissiohss O(n?).
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The number of transmissions needed in a suis-at most(1 + ¢) for ¢ < 1. The solution we
tree, is determined by the worst node, i.ereated has a that is a power of 1 + ¢) and
the node with the highest probability of nots considered as a candidate solution for our
receiving the packet. This (worst) node maglgorithm which will provide a solution at least
or may not belong to this subtree. There are as good. Thus thél + ¢)approximation of the
mostn? paths and thu®(n?) paths from the minimum cost. However, the number of dif-
worst node to its proxy for which we need tderent values of transmissions is ndﬂ(lo§”)
maintain a column (possible value f which is O(’“O%). The number of rows isk.

Therefore, we showed that the above prdhus the total work iSD(nhk?logn/e).
gram finds an optimal placement of proxies in
O(n3k?) time. 3) Example for the approximation algo-

2) Approximation algorithm:We are inter- rithm: Consider the graph of Figure 8 ob-
ested in an(1 + ¢) approximation of the min- tained by Figure 3 by omitting’ali fornia(2),
imum cost. To achieve it, we only fill up theMaryland and the link connectind.G>, LG’
columns of the table corresponding to values #fat have negligible loss rates.
t that are powers ofl + 9) for some appropri-
ately choserj(e). This makes the number of
entries required at mostlogt,, wheret,, =
gli(lﬁiggplr{)(t}agilﬁ; 223? the Eéi;hh? of the tree, 116 oW D & Lower “C(0)" indicates the

: . ‘function CGosT-MULTI(T,,,0,t), where T, is

!\Ioﬂce, that the quantity(1 _pi‘) needs not be the entire subtree rooted at D. The nota-
integral. Therefore we round it up t01 —p,)*

to th i 45 th u/ tion ‘R/U (k)" denotes ROTED-MULTI, and
o the nearest power dfl + ¢§), the precision UNROOTEDMULT! for & proxies. Identical

wfethare W|I!|ng to dtgal ;N'th('ﬁg he :ﬂquat'onsfunctions are shown in the same row. The
OU € prewol\l/ljs Sec 'gn orM TEDh UlcliTtl) columns correspond to the parameterthe
NROOTED-MULTI, ©OST-MULTI Should be expected number of trials. The letters in the

modified to reflect this rounding. E.g. forsquare parenthesis (in case fof> 1) is the

Let us place two proxies. The table in
Figure Il shows the costs of the func-
tions computed by the dynamic program.

ROOTED-MULTI: configuration of proxies corresponding to the
solution for that entry — for the sake of brevity
ROOTED-MULTI(T,, ky,t) = min | we present them only for @TMULTI.
ko=0,....k1—1
ROOTED-MULTI (T}, ky — ko, t) + tw, The final answer for 2 proxies is the first

. entry in the last row and corresponds to proxies
+ COST-MULTH(TR, ks, (#(1 = pu)))] on B and D* We chose to round upg in
We now show that the above program givesraultiples of0.05 (additive precision instead of
(1 + €) approximation solution to the problemmpowers) and the dynamic program underesti-
in O(nhk?logn/e) time.
Consider the optimal solution and its cost
OPT. Starting bottom-up, round up the ex-
pecte_zd number of transmlssm_ns of the Optlmal“Tracing this back; this entry came from first entry(i(2),
solution to powers of1 + §). Since the height which in turn came from the first entry i6(2) for A and
of the tree ish. the number of transmissiorts Lower. This entry comes front’(2) of B and Lower; which
T hogi is due to the minimum entry in th&(2) row for this subtree.
from the root V\_”” be at mos(l + 5) _tlmes This means one proxy is &. To trace it back further, we have
the correspondlng number of transmissions ifgo up one column, and we have to placproxy; it appears
the optimal solution. Thus the cost of thigrom row C(1) second column for C and Lower. This appears
solution is at most(l n 5)h . OPT. If we from U(1), second column; which in turn appears frarti1)

in D and Lower.C'(1) shows up fromR(1) entry: placing the

chooses = o7, then the approximation factorother proxy at D.
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Fig. 8. A small example topology to demonstrate the computation of the approximation algorithm

mated the optimal cost by%.° case, probabilities of failures instead of dis-
In case we wanted a single proxy, it is besances are associated with links. Therefore the

to place it at D. This is interesting since theost of every transmission may be different,

second column gives the minimum. The firgtince the transmission can fail on any edge.

entry shows that the source is interestedlin 1) Approximation: We can still apply our

transmission, which mandates a proxy at Bynraach of section V-A.2, guess different val-
However if the source is willing to transmit,os of the cost in powers dfl + &) and get
more, a better configuration comes from thg, (1 + ¢) approximation of the optimal in

second entry. _ O(nhk?logn/e) time. This approach is useful
A more intersting example is the case Wherg minimizing multiple criteria, see section V-

F1 is the source. Table V-A.3 shows the co

putation of the approximation. Consider the _ _ _ .

second last row which corresponds to having 2) OPtimal solution:The unicast problem is

a single proxy for the whole tree. simpler than the multicast because the number

Surprisingly, the minimum isot achieved of retransmissions only depends on the subtree

by placing a proxy atD, but atC. It would and its path to the root. We can solve this

have been natural to expect that would be Problem optimally without guessing the num-
the proxy to ensure that th&1-D link is ber of transmissionsfrom the root. We should

not overloaded. But it turned out that in thalUSt maintain a table (of siz&(nkh))with
case F'2 will act as a "crying baby" and as€ntres ©ST-UNI(T,, k1, x) for the cost of the

a result the whole network will see a lot ofuPtreel, with £, proxies andr the immediate
retransmissions. ancestor proxy of the root df, (v # z).

The cost of sending a single packet from
x 10 v, PATH(z,v) should be evaluated first

B. Algorithm for Unicast :
) ) o in a top-down pass. AH(z,z) = 0. From
If unicast is used for transmissions, the OPPATH (2, y) we can compute ArH(z,z) =
timization problem is related to the standard1 ( PAiTH(:C y) +w.), wherez is a child of

- ' i 1=p= %, : .
k-Median problem on a tree. However in oury’ ». is the loss rate of linKy, z), andw, is

5The actual cost of placing the proxies at these places iB€ cost of a transmission on this edge. Each
8.95. After 1.265 expected trials from D, both F1 and F2 algode has at most ancestor$ and the size of
expected to receive the packet. The cost of this subgroup i ;
2.53. We estimate it below at 2.5, since the rounding up treateapATH IS O(nh)
an expectation more than 0.95 to be 1. Node C must send the
message 1.07 times on average, in order for D to receive it
with expectation 1. However, B needs to transmit 1.095 times 5The number of subtrees is and h the height. Notice
due to Se; and this means that C transmits 1.09 times. Ttmt this way of formulating the dynamic program also solves
expected cost of this subgroup is 4.37. The subgroup betwettie problem discussed in [14] in tim@(nhk?) which is an
the source and B adds a cost of approximately 1.05+1. improvement of their algorithm.
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TABLE I
TABLE FOR THE DYNAMIC PROGRAM(APPROXIMATION SCHEME)

Subtree Function Expected Trials

t=1 [ 1.05 | 11 [ 115 ] 12 [ 125 ] 13 [ 135 [ 14

| D &F1 (not F2) | R/U | | | | 115 | 12 [ 125 [ 13 [ 135 ] 14 |
D, F1,F2 RIU 25 | 26 | 27 | 28
C(0) 25 | 26 | 27 | 28
C(1)/C(2) 25 | 25 | 25 [ 25 | 25 | 25 | 25 | 25 | 25
proxy (D] (D] (D] (D] (D] (O] (D] (D] (O]

C&kK | R/U | 1 J105] 11 [ 115 [ 12 [ 125 | 13 [ 135 ]| 14 |
C,K,D,FL,F2 U(0)/R(1) 51 | 53 [ 55
U(1)/R(2)IU(2) 46 | 47 | 48 | 49 5 51 | 52 | 53
C(0) 51 | 53 | 55
c@) 51 | 46 | 47 | 48 | 49 5 51 | 51 [ 51
proxy [C] (D] (D] (O] (O] (O] [C] [C] [
C(2) 46 | 46 | 46 | 46 | 46 | 46 | 46 | 46 | 46
proxies [cD] | [cD] | [cD] | [cD] | [cD] | [cD] | [CcD] | [CD] | [CD]

B&Se | R/U | | 105 [ 11 | 115 [ 12 | 125 | 13 [ 1.35 | 14 |
B & Lower U(0)/R(1) 7.7 8 8.3
UQ)/R(2) 67 | 69 | 71 73 | 75 | 77 | 78 | 79
u(2) 67 | 68 | 69 7 71 | 72 | 73 | 74
C(0) 77 8 8.3
c@) 77 | 67 | 69 | 7.1 73 | 75 | 77 | 77 | 77
proxy (B] (D] (D] (D] (O] (O] (B] [B] [B]
C@) 67 | 67 | 67 | 67 67 | 67 | 67 | 67 | 67
proxies B,0] | D] | [BD] | [BD] | [BD] | [BD] | [BD] | [BD] | [B,D]
A & Lower U(0)/R(1) 103 [ 107 | 11.1
U(L)/R(2) 87 | 7.75 8 825 | 85 | 875 9 9.05 | 9.1
u(2) 77 | 775 | 78 | 785 | 7.9 | 7.95 8 8.05 | 8.1
C(0) 103 | 107 | 111
C(Q) 87 | 7.75 8 825 | 85 | 875 9 9.05 | 9.1
proxy (B] (D] (D] (0] (0] (0] (B] (B] [B]
C(2) 77 | 775 | 775 [ 775 | 775 | 775 | 75 | 775 | 7.75
proxies [B,0] | [AD] | [AD] | [AD] | [AD] | [AD] | [AD] | [AD] | [AD]
Tree from Src C(1) 97 | 88 | 91 [ 94 [ 97 10 | 103 | 104 | 105
proxy (B] (D] [D] (D] (O] (D] (B] [B] [B]
C(2) 87 | 88 | 885 | 89 | 895 9 9.05 [ 91 [ 915
proxies B,0] | [AD] | [AD] | [AD] | [AD] | [AD] | [AD] | [AD] | [AD]

COST-UNI(TR, ks, )]
COST-UNI(T,,, k1, z) = min| Theorem 1:The dynamic program shown
PATH(z,v) + ROOTED-UNI(T}, k1) above solves the problem of unicast with link

failures on trees optimally in timé&(nhk?).

UNROOTED-UNI(T),, k1, )] (We omit the proof).

ROOTED-UNI(T,, k1) = . _(r)nirllv 1[
ROOTED-UNI(T}, k1 — k2) + C. Extensions
COST-UNI(TR, ks, v)] Our dynamic programming approach gener-
alizes to several interesting variants.
UNROOTEDUNI(T), k1, 2) = min | Expecteql Minimum Qost and Delax,kpart.
ka=0,...,k1 from the failure probability, we can also assign

UNROOTED-UNI(Ty, ky — ko, x) + a parameteno, specific to each link. If this
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TABLE 1l
TABLE SHOWING F'1 AS SOURCE

Subtree Function Expected Trials
t=1 [ 105 [ 1.1 [ 115 12 | 125 | 13 [ 1.35 [ 14
| A&S | URC ] [ 105 ] 110 [ 115 [ 1.2 [ 125 | 13 | 135 | 14 |
[ BSe | URC ] [ 105 ] 110 [ 115 [ 1.2 [ 125 | 13 | 135 | 14 |
B & Lower | U(0)/C(0)/R(1) 315 | 33 | 345 36 | 375 [ 39 | 405 | 42
U(1)R(2) 315 | 325 | 335 | 345 | 355 | 3.65 | 3.75 | 3.85
C(0) 315 | 33 | 345 | 36 | 375 | 39 [ 405 | 42
c/cE) 315 | 315 | 315 | 315 | 315 | 3.15 | 315 | 315 | 3.15
proxy B] [B] (B] B] [B] [B] [B] [B] B]
CK | U/RIC | 1 [ 105] 110 ] 115 [ 1.2 [ 125 13 | 135 | 14 |
C & Lower | U(0)/R(1) 525 | 55 [ 575 [ 6 625 | 65 | 6.75 | 7
U(1)/R()/U(2) | 5.15 | 5.25 | 535 | 545 | 555 | 565 | 575 | 585 | 595
C(0) 525 | 55 | 575 | 6 625 | 65 [ 675 | 7
c() 515 | 525 | 525 | 525 | 525 | 525 | 525 | 525 | 525
proxy [B] € | [€] | € | [€] | [€] | [€ | [€] | [C]
C(2) 515 | 515 | 515 | 515 | 515 | 515 | 515 | 515 | 515
proxies [BC] | [BC] | [BC] | [B.C] | [BC] | [BC] | [BC] | [BC] | [BC]
D&F2 [ URIC | | | | 115 | 12 | 125 [ 1.3 [ 1.35 | 14 |
D & Lower [ U(0)/R(1) 775 | 805 | 835 | 865 | 895 [ 9.2
U(1)R(2) 755 | 7.65 | 7.75 | 7.85 | 7.95 | 8.05
U@ 745 | 755 | 7.65 | 7.75 | 7.85 | 7.95
C(0) 775 | 805 | 835 | 865 | 895 | 9.2
c(1) 775 | 775 | 775 | 755 | 765 | 7.75 | 7.75 | 7.75 | 7.75
proxy Ol | B | O] | [€ | [€] | bl | [B] | [B] | [D]
c( 755 | 755 | 755 | 7.45 | 755 | 7.55 | 7.55 | 7.55 | 7.55
proxies [cD] | [cD] | [cDb] | [BD] | [CD] | [CD] | [CD] | [CD] | [CD]
Whole tree C(1) 9 9.05 9.1 8.95
proxy Ol | [BI | B | [C]
c( 88 | 885 | 89 [ 885
proxies [B,D] | [B,D] | [B,D] | [B,D]

parameter represents delay, then we can usaéle.
almost the same program to minimize for min- Variable Number of ProxiesThe larger the
imum expected delay. The only change needgdmber of proxies the better the performance.
is to take maximum of the delay fdf, and the At the limit, if all nodes become proxies, the
link plus T, instead of the sum. This parametescheme degenerates to hop-by-hop acknowl-
w, can also be used to allow network managetigment and the least bandwidth is used. How-
to favor some links, e.g. congested or expensiéger, proxies are costly entities and one would
ones. like to use a relatively small number of them
Mixed Strategies:A proxy may locally and get adequate performance. In the example
choose its own strategy, between multicast awd section V-A.3, optimally placing one proxy
unicast retransmissions. If there are a few isdecreased the cost B§%%, while the additional
lated bad links, unicast retransmissions to thedecrease from placing the second proxy is only
would save the rest of the group from exposuré’%. The problem studied in this paper, consid-
If the loss happened on the shared part of tlees a fixed number of proxiegs However, the
path, multicast might be better. Even this mixethble of the dynamic program contains anyway
scheme can be accommodated by the dynantih@ minimum cosf™ for all number of proxies
programming strategy, by recording the beét : 1,2, ...K. By looking at the value§™ (k)
between the multicast and unicast cost in trend one could choose an appropriatdeyond



which the incremental decrease in cdst is
small.

(10]

VI. CONCLUSIONS [11]

In this paper, we study the hierarchical re-
liable multicast problem. In the first part ofi2]
the paper we partitioned an entire group into
subgroups and evaluated the performance of
each subgroup in terms of two appropriaté3]
measures. In the second part, we studied the
problem of optimal placement of proxies in
order to minimize a bandwidth cost function[14]
An optimal and an approximation algorithm
were given for both the multicast and the
unicast problem. We focused on the multicasis]
case, which had not been solved before as
an optimization problem. We also applied o
algorithm on a realistic example obtained from
MBONE measurements. We outlined how our
approach can be applied to a variety of relatétf]
problems.

(18]
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