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Hierarchical Reliable Multicast: Performance
Evaluation and Optimal Placement of Proxies

Sudipto Guha, Athina Markopoulou, Fouad Tobagi

Abstract— This paper studies the use of multicast
together with proxy nodes for reliably disseminating
data from a single source to a large number of
receivers. In order to achieve reliability, data must
be retransmitted in case of loss either by the source
or by special network nodes, called proxies. Each
proxy is responsible for reliably delivering the data
to a subgroup it is assigned. The multicast tree is
partitioned into subgroups that form a hierarchy
rooted at the source, hence the term Hierarchical
Reliable Multicast. The performance of this approach
strongly depends on the topology and the loss char-
acteristics of the underlying tree and the location
of proxies. In the first part of the paper, we study
the processing and bandwidth performance of such
a reliable multicast dissemination given the tree and
the placement of proxies. In the second part of the
paper, we develop dynamic programming algorithms
that give a placement of a fixed number of proxies
on an arbitrary tree that minimizes the bandwidth
used for reliable transfer. The first algorithm provides
an optimal solution to the multicast proxies location
problem in polynomial time, in the number of nodes
and proxies. The second is an approximation algo-
rithm that gives a solution with cost within a chosen
precision from the optimal, in an improved running
time. An optimal and an approximate solution are
also provided for the proxies location problem if
unicast is used for transmissions. Applications of this
dynamic programming approach to related problems
are discussed.

Keywords: reliable multicast, proxies, perfor-

Sudipto Guha is with the CIS Department, UPENN
(email: sudipto@cis.upenn.com). Athina Markopoulou
is currently with SprintLabs, Burlingame, CA (email:
amarko@stanfordalumni.org, mail: 616 Harvard Ave, Apt#2,
Menlo Park, CA 94025, USA). Fouad Tobagi is with the
Electrical Engineering Department, Stanford University. This
work has been conducted while the first two authors were
PhD students at Stanford. The conference version, which
appeared in NGC ’00, [17], focused on the analytical metrics
for performance evaluation. This journal version, currently
submitted to Computer Communications, is extended by the
algorithms for optimal and near-optimal placement of proxies.

mance analysis, dynamic programming, location
problems, hierarchy, optimization, approximation
scheme.

I. I NTRODUCTION

Data dissemination applications such as the
distribution of newspapers or movies, as well as
the updates of stock quotes, software and web
caches require reliable data transfer from one
source to many receivers of potentially huge
number and wide geographical distribution. In
this paper, we study the use of multicast for
serving such one-to-many applications.

IP multicast naturally fits such applications
by constructing the multicast routing tree that
allows the source to reach all receivers. The
well-known strengths of IP multicast are that
it saves network bandwidth by duplicating the
packets only where it is necessary and that
it allows for dynamic membership in a way
transparent to the source. However, IP multicast
provides only a a best effort delivery, while
applications do have reliability requirements.

A large number ofReliable Multicast (RM)
protocols have been developed in the last
decade mainly for the purpose of ensuring
reliability at the transport layer and also for en-
suring some congestion control in the network,
issues similar to those addressed by TCP. In
this paper, we focus on the reliability aspect.
Receivers send feedback about whether they
received the data packets or not and the source
retransmits the packets until all receivers get
them.

Reliable Multicast protocols face a number
of well-known problems, inherent to the nature
of the one-to-many communication model, es-
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pecially for large numbers of receivers.Feed-
back implosionoccurs when large groups send
feedback without duplicate suppression, thus
unnecessarily wasting bandwidth, overwhelm-
ing the source with processing and increasing
the latency in the delivery of data. Another
inherent problem is theexposure,[21] (also
called the crying baby problem, [7]): parts
of the tree that experience high loss, expose
the rest of the tree to unnecessary retransmis-
sions. Thedrop-to-zeroproblem occurs when
receivers with poor capabilities force the rest
of the group to adjust at the slowest rate.

One successful approaches that deals with
the above problems is the hierarchical proxies
approach, which we callHierarchical Reliable
Multicast (HRM). This approach partitions the
multicast delivery tree into subgroups that form
a hierarchy rooted at the source. Each subgroup
has a representative, called proxy, which keeps
copies of data packets, collects the feedback
from the receivers in the subgroup and locally
retransmits the packets, if needed. Feedback
implosion is limited because each proxy han-
dles a smaller size of subgroup. Limiting the
feedback and the retransmissions locally saves
bandwidth and limits the exposure of the good
parts of the tree. The recovery latency is re-
duced as repairs come from a proxy located
close to the point of loss. Large numbers of
receivers may join the group in this hierarchical
scalable way.

The performance of such hierarchical
schemes, strongly depends on the underlying
tree topology and its loss characteristics, and
on the selection of proxies. In this paper,
we study two problems: the performance
evaluation of a tree given a placement of
proxies and the optimal placement of proxies.

The structure of the rest of the paper is as fol-
lows. In Section II we discuss work in this area
and how our work relates to it. In Section III
we present our model for Hierarchical Reliable
Multicast. The performance evaluation of an
entire multicast tree is reduced to evaluating the
performance of every subgroup, in section IV.
The performance measures considered are the

work at the source (subsection IV-A) and the
network bandwidth (subsection IV-B) needed
for reliable transfer. Section V studies the opti-
mal placement of a fixed number of proxies
on the multicast tree in order to minimize
a total bandwidth measure, for multicast and
unicast transmissions in sections V-A and V-B
respectively. In subsection V-A.1, we give an
algorithm that provides an optimal placement
for the multicast problem. In subsection V-
A.2, we give an approximation algorithm for
the multicast problem too. An example of the
approximation algorithm using a realistic topol-
ogy and MBONE measurements is given in
subsection V-A.3. Also algorithms to find both
the optimal and an approximation are given
in subsection V-B for the unicast case. Possi-
ble applications of the Dynamic Programming
approach to related problems are discussed
in subsection V-C. Section VI concludes the
paper.

II. RELATED WORK AND CONTRIBUTIONS

There are three bodies of work related to this
paper: (i) implementation work that motivates
the study (ii) performance evaluation work re-
lated to the first problem and (iii) optimization
algorithms for location problems, related to the
second problem we are studying.

As discussed in section III, there are many
applications [9], [29] and transport protocols
[16], [7], [6], [15], [28], [3],[23], [21] that fol-
low the model of hierarchical reliable multicast
by using local error recovery combined with
hierarchy. They address performance evalua-
tion by means of simulation and they place
their proxies using heuristics. Our work is
of analytical nature and can be used for the
assessment of these schemes and for optimiz-
ing their hierarchical structure. On the other
hand, measurements [27] and realistic network
scenarios [6], are the input to our algorithms.

The first problem we study is performance
evaluation in terms of work at the source
and bandwidth. Previous work on performance
analysis of reliable multicast has focused on the
work at the source. The “E[M ]” measure of
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subsection IV-A was defined and analytically
calculated in [1] and ever since it has been
used in most performance analysis work on
RM: [12], [20], [10], [19], [26],[6], [18]. Its
calculation is computationally intense, so ap-
proximations [18] or simulations [6] are often
used. We extend the understanding of this mea-
sure and we apply it on a realistic example. The
second measure “E[T ]” captures the bandwidth
used to reach all receivers at least once. So far,
it has been only counted by simulation [15] or
approximated by an upper bound which is tight
in simplified star topologies [12], [10], [19].
In section IV-B we calculate it analytically
based on our previous work [17]. We give
closed formulas in special cases and a recursive
method for the general case.

The second problem we study is the optimal
placement of a fixed number of proxies (k) in
order to minimize the total bandwidth needed
to reach all (n) receivers at least once in
an expected sense. Similar problems that look
for optimal placement of facilities on graphs,
known in general aslocation problemsand
in particular as theK-median problem, have
been studied in length, [4], [24], [2], [14], [11]
for unicast data delivery. To the best of our
knowledge, the location problems for multicast
transmission had not been solved so far. If
unicast transmissions are used, the cost of a
subtree depends only on the subtree itself.
The multicast case is fundamentally different
in that the cost of a subtree depends on the
transmissions destined to nodes not only inside
but also outside of the subtree itself; each
multicast transmission is heard by all nodes
whether they need it or not (exposureproblem).
We dealt with special cases, i.e. chains and
uniform trees, in previous work [17].

In this paper, we provide two algorithms
that solve the location problem for an arbitrary
multicast tree. They both follow a dynamic
programming approach, similarly to [24] and
[14]. In section V-A.1, we present an algorithm
that provides an optimal placement inO(n3k2)
time. In section V-A.2, we present an approx-
imation algorithm that gives a solution with

cost within a chosen(1 + ε) precision from
the optimal, inO(nhk2 log n/ε) time, whereh
is the height of the tree. The approximation
algorithm although suboptimal, has the follow-
ing advantages. First it has better running time,
especially for short trees that are the case in
MBONE, [27]. Second, it is appropriate to use
when the input of the problem itself (i.e. the
links loss rates) are known within a certain
precision. In addition, it is not as sensitive
as the optimal algorithm to the precision of
numerical calculations. Finally, it generalizes
to interesting variants.

We also consider the optimal location prob-
lem for the unicast case, which is similar to
the K-median problem with the difference that
there are loss probabilities, instead of fixed
costs, associated with links. The dynamic ap-
proach still applies and gives an optimal solu-
tion in timeO(nhk2) and(1+ε) approximation
in O(nhk2 log n/ε) time. Finally, our dynamic
programming approach can also handle various
related network design problems, section V-C.

III. M ODEL

A. Problem Context

We are interested in applications that reliably
disseminate data from a central location to a
large number of receivers, whose locations are
relatively fixed in time. Multicast is used as the
delivery method for its bandwidth-efficiency
and proxies are used to localize retransmissions
and provide scalability. As a generic example,
one can imagine the electronic distribution of
the Wall Street Journal using multicast from
the central office to remote servers and from
each local server to all the receivers in its
own local area. Another example is the use of
Starburst Multicast MFTP by “Toys R Us”[9],
to distribute software and pricing information
from their data center in New Jersey to more
than 900 US stores over a VSAT network. The
same technology for reliable data delivery has
also been used by Wal-Mart to transfer media
files to 2000 stores worldwide, [9]. Updating
web cache contents could be another applica-
tion. [29] proposed an adaptive web caching
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structure using multicast for data dissemination
to the caches and a self-organizing hierarchy of
caches. The methods we present could be used
(i) to evaluate the performance of their structure
and (ii) to optimally place their caches.

The mechanism used to serve the reliable
dissemination application could be one of the
proposed reliable multicast protocols or a pro-
prietary scheme, as long as it uses multicast for
data delivery, a hierarchy of proxy nodes and
provides full reliability. Many existing layer-
4 reliable multicast protocols follow this ap-
proach of hierarchical error recovery through
proxies: RMTP [16], LBRM [7], LGMP [6],
OTERS [15], TMTP [28], RMX [3].1 In the
cases where the application achieves reliability
through some overlay network of servers, the
topology shown in Figure 1 is a logical one,
connecting the application nodes through an
overlay network; the loss rates should then
summarize the loss across multiple consecutive
physical links.

B. Modeling Assumptions

We use the model shown in Figure 1. Our
modeling assumptions are the following.

1) The root is the source and all other nodes
are receivers (a single-source multicast
tree).

2) The topology and the loss probabilities of
the links on the multicast tree are known.

3) The tree is partitioned into subgroups (or
subtrees) that form a hierarchy rooted
at the source. The root of each subtree
acts as a proxy for this subgroup and
as a simple member for the upstream
subgroup.

4) Error recovery inside a single subgroup is
performed as follows. The proxy multi-
casts the original data packet to the whole

1In their context, nodes performing proxy functionality are
called designated receivers or DRs in RMTP and OTERS,
log servers in LBRM, group controllers in LGMP, domain
managers in TMTP or proxies in RMX. Proxies may be
members of the group (in LGMP, RMTP, OTERS) or special
servers (in LBRM, RMX); they may be co-located with the
routers, assisted by them (in PGM [23], OTERS, LMS [21])
or at a higher layer.

subgroup. All members send feedback
back to the proxy, in some way ignored
in this model. If all members of the sub-
group have received the packet at least
once, then the proxy multicasts the next
data packet. If one or more members
of the subgroup lost the packet, then
the proxy retransmits it. There are two
options for retransmissions:

a) Multicast. The proxy multicasts the
packet to the entire subgroup even
if some members don’t need it. This
pure multicast scenario is the focus
of the paper, subsection V-A, .

b) Unicast. The proxy unicasts the
packet only to receivers that re-
ported loss. Pure unicast retrans-
missions and mixed scenarios are
considered in subsections V-B and
V-C respectively.

5) Subgroups are separated in the sense
that transmissions from every proxy to
the members of its subgroup are limited
locally and do not reach members of any
other subgroup.

Let us now justify our modeling assumptions
one by one.

According to Assumption1 there is a single
source, which naturally fits the data dissemina-
tion applications that we consider. The problem
with multiple sources can be considered as
superposition of multiple single-source trees, as
suggested even at the network layer in [8].

Assumption2 states that the topology and
the loss rates on the links of the multicast tree
are known. One might wonder how realistic is
such an assumption, especially that IP multicast
provides transparent connectivity and allows
for dynamic membership? The problem under
study is a relatively static one, where receivers
do not change frequently. In this case, it is
indeed possible to acquire knowledge about
the multicast tree and its loss characteristics
through measurements. For example, a receiver
can use the MTRACE tool to find out the
multicast route and collect link loss statistics
on the path toward the source. A protocol com-
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Fig. 1. Hierarchical Reliable Multicast

ponent called “Tracer”, was proposed in [13]
exactly for this purpose. [15] also assumes such
a backtrack capability, to track the path from
the receiver to the source. Also, recent work
in [22] and [25], made it possible to infer the
topological structure and the loss probabilities
based only on end-to-end loss prints and their
correlation. Finally, actual measurements on
MBONE, [27], [5] are already available.

Assumptions3, 4 and 5 capture what hi-
erarchical reliable multicast protocols, [16],
[7], [6], [15], [28], [3], actually do: build a
hierarchy of subgroups and localize the error
recovery.

Assumption4 describes the error recovery
scheme inside each subgroup. The proxy is
the only node allowed to send retransmissions.
In practice, receivers may also send retrans-
missions in their neighborhood. However, it is
desirable to make the appropriate receiver, i.e.
the one closer to the point of loss, send the
retransmission. Both LMS [21] and OTERS
[15] try to find a “turning point”, i.e. the root of
the subtree where the loss occurred. If there are
many losses spread across different branches
then a single multicast retransmission (4a) will
be a repair for all. If only a few and uncor-
related receivers experience significant losses,
then it makes sense for the proxy to send uni-
cast retransmissions (4b) only to them. Some
protocols, e.g. [16], have the ability to switch

between (4a) and (4b) based on the number of
retransmission requests . It is important to men-
tion that dedicating the proxy as the responsible
node for retransmissions, also allows for easy
congestion control. In other schemes, when the
original packets come from the source without
coordination with local repairs, possible con-
gestion problems may arise. However, we do
not model the congestion control module of
reliable multicast protocols. Finally, modeling
assumption 4, matches also the problem of
reliable delivery via dedicated servers, where
nodes other than proxies/dedicated servers are
kept simple and do not provide retransmission
capability.

Assumption5 states that subgroups are sep-
arated from each other and it captures the
fact that all HRM schemes try to localize the
recovery traffic among members of the same
subgroup and not reach any other node. To
achieve this separation, the proxy needs a way
to address exclusively the members of its sub-
group. In practice HRM protocols may achieve
this goal exactly (e.g. by using a separate mul-
ticast address [6]) or approximately (by using
the group’s multicast address and TTL scoping
[28], or by using subcasting [15] and TTL
scoping). However, both methods have well-
known weakness. Using separate multicast ad-
dresses for subgroups does not guarantee that
the retransmissions are forwarded through the
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same multicast tree as the original transmission.
TTL scoping lacks direction; the applicability
of administrative scoping depends on the loca-
tion of the receivers.

Our performance measures are the total num-
ber of transmissions needed to deliver a packet
correctly to all members. They depend on
the underlying tree characteristics, the topol-
ogy and the link loss rates and they are the
same whatever feedback mechanism one uses
to report the loss. Feedback traffic is consid-
ered negligible compared to the forward traffic.
Many mechanisms can be used to reduce feed-
back such as the use of negative acknowledg-
ments (NAKs) with duplicate avoidance (i.e.
receivers listen to the multicast group address
for duplicate NAKs before sending their own
requests) or summary feedback instead of per
packet feedback . The appropriateness of such
feedback suppression mechanisms depends on
the application.

IV. PERFORMANCEANALYSIS OF A SINGLE

SUBGROUP

In this section we consider a single sub-
group, e.g. subgroup 2 in Figure 1, in which all
transmissions come from the proxy. This could
be the entire multicast tree if the source itself
were the only proxy.

We are interested in two performance mea-
sures: the number of transmissions by the proxy
M and the number of link-transmissionsT . The
first measure captures the amount of “work”
required by the source; it is also related to the
delay and bandwidth overhead introduced by
retransmissions. The second measure captures
the bandwidth spent across the entire multicast
tree to achieve reliability. Indeed, retransmis-
sions take place when a loss occurs; due to
their multicast nature, they use bandwidth on
all links of a subgroup, not only the ones that
incurred the loss. The random variablesM
and T depend on the link loss rates and the
topology of the tree.M andT although related,
they are different. For example, let us assume
that the proxy in Figure 1 sends the initial
multicast packet (M=1) which is lost on link

(m,n); so the link transmissions are T=5. If the
next multicast transmission is successful, then
M=2 and T=5+7=12 total link transmissions
have taken place.

In this section we address the following
problem. Given the topology of the subtree
and the loss rates of the links, we calcu-
late analytically the mean values of the two
measures of interest (i) the expected number
of transmissions from the source,E[M ] and
(ii) the expected number of link transmissions
E[T ], needed for all members of the subgroup
to receive a certain packet at least once. The
notation used in this section is summarized in
Table I.

A. Transmissions from the proxy

A commonly used measure in the perfor-
mance analysis of reliable multicast isE[M ]
, the expected number of transmissions by the
proxy for a packet to reach correctly the entire
subgroup. It captures the amount of work at
the source and it affects the network bandwidth
used.

Let us consider the subgroup 2 of Figure 1
with proxy P . A packet is initially multicast.
If there were no loss, there would be exactly
one multicast transmission. If there is loss, the
proxy P retransmits the packet until all the
nodes in the subtree receive it at least once. [1]
recursively calculated the cumulative probabil-
ity Fn(i) =Pr{after i transmissions, all nodes
from n and below, received the packet at least
once},starting from the nodes and proceeding
towardsP . Thus, [1] calculatedE[M ] at the
proxy.

One can think of these calculations as a way
to find the“equivalent link” of a subtree in a
bottom-up way. An analogy from the electric
circuits, could be the equivalent impedence of
an entire circuit using the Norton and Thevenin
rules. An entire multicast tree rooted at the
sourceS can be thought as equivalent to a
link with appropriate loss ratepequiv such that
the expected number of transmissionsE[M ] as
seen by the source is the same. Similarly to
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TABLE I

NOTATION USED IN SECTION IV

Symbol Meaning

M number of transmissions by the source, until all nodes receive a packet at least once (deterministically)
E[M ] mean number of transmissionsM

T number of link-transmissions, until all nodes receive a packet at least once
E[T ] mean number of link-transmissionsT (deterministically)

T ∗, E[T ∗] number of link-transmissions, until all receivers receive a packet at least once in the expected sense (E[times received] >= 1)
E[T ∗] mean number of link-transmissionsT ∗

1, 2, ....n nodes
1, 2, ...L links

pi probability of loss on linki
Fn(i) Pr{all nodes from n and below, receive the packet at least once, after i transmission}

Pl probability that a packet is transmitted across link l

the electric circuits paradigm, all one needs to
reduce an entire acyclic circuit are the rules
for combining impedences in parallel or in
tandem. Figure 2 shows the equivalent of two
links in a row or in a star with respect to the
E[M ] measure. Applying those rules starting
from the leaves and proceeding up toward the
source, leads to the calculation ofE[M ] from
the proxy.

Note however, that the computation ofE[M ]
can be exponential in the number of nodesn in
the general case, as we discuss in [17]. E.g. for
a star withn leaves, one has to find theE[M ]
or pequiv, considering the union of error events
on links 1, 2, ...n, i.e. 2n subsets.

Let us now compare the simulated to the
analytically computedE[M ] using a realistic
example. Figure 3 shows the tree topology and
the loss rates measured in [27] for a multicast
session over the MBONE. This topology was
used, among other studies, in [6] to evaluate
the performance of different subgroups and
hierarchies. Receivers first request lost packets
from members of the same subgroup and if
they fail, then they send a request upstream
in the hierarchy. For details on the LGMP
protocol, the reader is referred to [6]. The
performance measure used by [6] to capture
the network load was similar toE[M ]: the
total number of packets traveling in the net-
work (including retransmissions) divided by the
initial fixed number of packets sent by the

source. The experiment is repeated many times
(40000 original data packets), so we expect the
load measured by simulation to be close to the
ensemble averageE[M ].

In the first scenario (I), [6] considers a flat
hierarchy where all retransmissions come from
the source. A second (II) and a third scenario
(III) group the receivers into three separate
subgroups shown in Figure 3. In scenario II,
subgroups try first to locally recover from the
loss and if they fail, they request the lost
packet directly from the sourceS. Finally, in
scenario III, subgroupsLG1, LG2 request lost
packets from the source whileLG3 requests
lost packets fromLG2.

Figure 4 compares the analytical and simu-
lation values ofE[M ], i.e. the mean number of
transmissions by the source to achieve reliable
delivery, in these three scenarios. It is clear that
the two values are very close. This shows that
the model of Section III captures the impor-
tant features of the problem (and the actual
LGMP protocol [6]). This confirms that we
can trust the analytically calculated measures
(i) for performance evaluation and (ii) as our
objective functions for the optimal placement
of proxies. Furthermore, one could have come
to the conclusions of [6] analytically, without
the need for simulation. As a side comment,
Figure 3 also demonstrates the benefit from
using proxies in this specific, although limited,
scenarios. Compared to the flat scenario, sub-
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groupings I and II decreaseE[M ] by half (to
approximatelyE[M ] = 1, the case for no loss).

B. Bandwidth analysis

However, not all transmissionsM by the
proxy cross all links, depending on the topol-
ogy and where exactly the losses happen. Let
us call link-transmissionsor T , the number of
links crossed until a multicast packet reaches
every receiver at least once, either at the first
or at its later transmissions. Its expected value
E[T ] captures the average bandwidth used per
multicast packet to reach the entire subgroup.
Let us first consider the special topologies of
a star and chain topologies and then the more
general tree topology.E[M ] throughout all this
section should be calculated as explained in
section IV-A.

1) Star topology: Such special topologies
are realistic in cases like those measured in
[27] where loss happens mainly on the links
connecting the source and the receivers to
MBONE and are widely used in evaluating
reliable multicast protocols, [10], [12], [20].
For star topologies, every transmission from the
root crosses allL links and the upper bound is
tight:

E[T ] = E[M ] · L (1)

2) Chain topology: Consider the chain
topology of Figure 5, where node0 is the
proxy and nodes1, 2, ...L are the receivers. Let
us first consider the same loss ratep on all
links. On a chain topology, every transmission
affects only the links until the point of loss. The
next retransmission starts from the proxy. The
procedure stops when the last nodeL correctly
receives the packet. So, the average number
of link-transmissions can be calculated as the
average time to absorption by the last stateL,
using the Markov chain of Figure 5. Being in
statei, means that the packet coming from the
proxy, was dropped on the link between nodes
(i − 1) and i. Let Ti be the mean number
of link-transmissions for reliable delivery to
all L nodes, required, given that the packet

already arrived to nodei. (In the Markov-chain
terminology, this is the” time” to absorption by
stateL given that we are in statei.)

TL = 0, TL−1 = 1 + pT0,
TL−2 = 1 + pT0 + (1− p)TL−1, ...,

T0 = 1 + pT0 + (1− p)T1.

E[T ] = T0 = 1
(1−p)L + 1

(1−p)L−1 + ... + 1
1−p

=
1
p

{
1

(1−p)L − 1
}

(2)

The same procedure can be applied to cal-
culateE[T ] on a non-uniform chain. as well as
to graphs with degrees greater than one. How-
ever in the latter case the number of states in
the Markov chain grows with the combination
of nodes. This fact motivated us to look for
another method appropriate for a general tree.

3) Tree topology: Consider an arbitrary
tree. Consider a link l, rooted at noden.
Let Pn be the probability that a transmis-
sion by the proxy results in a transmis-
sion across linkl. This is true if and only
if the packet is correctly transmitted across
all links from the proxy 0 until node n:
Pl = Pr{a packet arrives at node n} =∏n

i:nodes on the path from 0 to n(1− pi) .
We now calculate the average number of

link-transmissions. Given the topology we can
pre-calculate all entries(n, Pn). Pn also equals
the percentage of transmissions that affect the
link from (n − 1)to n, i.e. Pn·M of M total
transmissions affect the link(n−1, n). So a link
l is crossedPl·E[M ] times on average. Add
over all links to get the total number of links
crossed on average:

E[T ] = E[
∑

links l Pl ·M ] =
∑

l E[M · Pl] =∑
l E[M ] · Pl = E[M ] ·∑l Pl (3)

Alternatively, we can reach the same result in
a more formal way, [17]: Letl be a link rooted

at node n and Xil =

{
1, w.p.Pl

0, w.p.(1− Pl)
be

the random variable indicating whether trans-
mission i crosses linkl or not. There areM
transmissions in total, whereM is a random
variable itself. The number of transmissions
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Fig. 5. a uniform chain

crossing linkl is Xl =
∑M

i=1 Xil . On average:
E[Xl] = E[

∑M
i=1 Xil] = E[M ] · E[Xil] =

E[M ] · Pl. Add over all links l = 1, 2, ...L
and get the same result as in equation (3):
E[T ] = E[M ] ·∑l Pl.

In order to verify equation (3), we apply it in
the special cases of the uniform chain and the
two-nodes-star and we obtain the same results
that we obtained using the Markov-chain model
in the chain case. Indeed, for the uniform chain
of Figure 5 we get:

Pn =
∏i=n−1

i=0 (1− p) = (1− p)n−1, n =
1, 2, ..L− 1, E[M ] = 1/(1− p)L

E[T ] = E[M ] ·∑n=L−1
n=1 Pn = 1

(1−p)L ·∑L−1
n=1(1−

p)n−1 = 1
(1−p)L · 1−(1−p)L

1−(1−p)
= 1

p
·
{

1
(1−p)L − 1

}
For a star with 2 identical receivers, we get

T0 = 21+2p
1−p2 using either of equations (1), (2),

(3).

V. OPTIMAL PLACEMENT OF PROXIES

A. Algorithm for the multicast case

A good choice of a location for proxies
becomes important to get the most benefit out
of a proxy. In the example of subsection IV-
A the E[M ] measure decreased almost by half
by using an appropriate subgrouping. In this
section we are looking for the best placement of
a fixed number of proxies. The multicast nature
of this location problem makes it fundamen-
tally more difficult than the unicast location
problem, as discussed in the Related Work
section.

One approach could be to place proxies in a
way to bound measureE[M ], i.e. the expected

number of transmission required by the source
and/or the proxies. We could try to (i) minimize
the maximumE[M ] between all proxies or (ii)
meet each proxy’s individual bound. However,
we choose to minimize a global additive mea-
sure: the total number of link-transmissions in
order for all nodes to deterministically receive a
packet at least once. The calculation ofE[T ], in
section IV-B, is exponential in the general case.
We choose a slightly different cost function: the
number of link-transmissionsT ∗ required for
all members to receive a packet at least once,
not deterministically, but in an expected sense.
In the calculations ofE[T ∗] we use the rules
of Figure 6 for the equivalent link.2

We define the problem of optimal place-
ment of proxies as follows. Given the topol-
ogy of a multicast tree and its link loss rates
{pl}, place a fixed number of proxiesk in a
way to minimize the total link-transmissions,
min

{∑k
subgroup i=1 E[T ∗

i ]
}
, under the condition

that each node is reached in the expected sense,
i.e. E[#times a node n received a packet]≥
1, ∀n.

To solve this problem, we follow a Dynamic
Programming approach. First, we traverse the
tree bottom-up and fill a table, like the one
of Figure II, with entries the costE[T ∗] for
each subtree. Each row correspond to one
subtree and a number of proxiesk1 allocated
to this subtree. There are multiple rows for

2In the tandem of Figure 6a, node1 needs to send a packet
1

1−p2
times on average to reach node2. For this to happen,

node0 needs to reach node1 not just once but 1
1−p2

times and
thus to send the packet 1

1−p2
· 1

1−p1
times on average. In the

star scenario of Figure 6b, node0 needs to multicast the packet
max

{
1

1−p2
, 1

1−p1

}
times to reach the weakest link once in

an expected sense.
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(a) two links in a star (b) two links in a row

Fig. 6. EquivalentE[T ∗] , E[M ] for reaching every node on average at least once

each subtree, as we vary the number of prox-
ies k1ε{0, 1, 2, ...k}. Each column corresponds
to the number of transmissionst from the
root of the subtree. Each entry of this table
cost(Tv, k1, t) records the cost of the best pos-
sible configuration of placingk1 proxies in the
subtreeTv given that we are going to send the
messaget times in an expected sense. Once
the table is complete, we backtrack and find
the optimal allocation of the proxies.

The approach of keeping entries for each
subtree and number of proxies and then back-
tracking through the table is typical in solving
unicast location problems using Dynamic Pro-
gramming, [24] [14]. However, the multicast
nature of the problem forces us to keep ad-
ditional entries. Indeed, the cost of a subtree
when multicast is used depends not only on
losses inside the subtree itself but also on
unnecessary transmissions destined to other
subtrees (exposureor crying baby problem).
While calculating the cost of a subtree, the
quality of links outside is unknown. However,
it only affects the number of transmissionst
by the root of the subtree and the optimization
can be performed with this knowledge.

There are two problems with the expected
number of transmissionst: (i) it is not nec-
essarily integral and (ii) it can be large. We
address these problems when we discuss the
running time. For the moment, let the maxi-
mum number of transmissions needed to reach
all members in an expected sense betm. The

columns of the table correspond to values oft
in the range[1, tm].

Let us now formally describe two algo-
rithms: one that finds the placement with
minimum cost in O(n3k2) time and an ap-
proximation algorithm that achieves cost(1 +
ε)optimum, for a chosen precisionε, in
O(nhk2 log n/ε) time. Both algorithms use
the dynamic programming approach outlined
above (fill up a table and backtrack in it). They
differ in the columns of their table: the range
[1, tm] and the step oft values in this range. The
values oft will be exact for our first algorithm
and rounded up at some chosen precision for
our second algorithm.

1) Optimal solution:Figure 7 shows a step
in the dynamic programing: it adds a branch
TR to a subtreeTL and get the resulting tree
Tv. Equivalently it tries to complete the rows of
the table in Figure II, corresponding to subtree
Tv, based on the already completed rows forTR

and TL. More formally, givenpu and the best
way to placek1 proxies inTR and k2 proxies
in TL, for a range ofk1, k2 and transmissionst
values, we can compute the optimal placement
of k1+k2 proxies inTv. If the parentv received
the packett times, then the childu received the
packett(1− pu)times.

Define COST-MULTI(Tv, k1, t) to be
the minimum (expected) number of link-
transmissions for the subtreeTv which hask1

proxies in all and its root attemptst multicasts.
This cost would depend on whether the rootv
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Fig. 7. A single step in the dynamic programming algorithm

has a proxy or not. It is convenient to separate
these two cases.

Define ROOTED-MULTI(Tv, k1, t) to be the
cost of the multicast given that the subtreeTv

has a proxy at its root,k1 proxies in all and
attemptst multicasts.

Define UNROOTED-MULTI(Tv, k1, t) to be
the cost of the multicast given that the subtree
Tv does not have a proxy at its rootv but does
havek1 proxies in all and attemptst multicasts..

These costs are∞ (unfeasible solutions)
unless the expected number of packets received
by every node is at least1. The following
computes COST-MULTI . “mint′ ” means that
if there is a proxy at the root of the subtree, it
chooses how many timest

′
and over what con-

figurations of proxies in its subtree, it should
send the message to ensure that every node
receives the message.

com(Tv, k1, t) = min[

UNROOTED-MULTI(Tv, k1, t),

min
t′

{
ROOTED-MULTI(Tv, k1, t

′
)
}
]

We update the tables ROOTED-MULTI and
UNROOTED-MULTI for the subtreeTv as

shown below.3 Their computation is similar
except for the number of proxies in the subtree
TL that is allowed to be0 in the rooted but not
in the unrooted case.

3Note that the weights are consideredwu = 1 here, but the
notation will be used in interesting variants in subsection V-C.

ROOTED-MULTI(Tv, k1, t) = min
k2=0,...,k1−1

[

ROOTED-MULTI(TL, k1 − k2, t) +

twu + COST-MULTI(TR, k2, t(1− pu))]

UNROOTED-MULTI(Tv, k1, t) = min
k2=0,...,k1

[

UNROOTED-MULTI(TL, k1 − k2, t) +

twu + COST-MULTI(TR, k2, t(1− pu))]

Starting from the leaves in Figure 7 (or
equivalently from the top of the table in Fig-
ure II) the dynamic program proceeds in this
bottom-up fashion, until we reach the root. The
final cost for the entire treeT rooted at source
andk proxies ismint COST-MULTI(T, k, t).

Boundary Conditions:For a leaf node all
three functions are0 if t ≥ 1 and ∞ oth-
erwise. For any subtreeT , if k1 = 0 then,
ROOTED-MULTI(T, k1, t) is ∞.

Running Time:Each row in the table cor-
responds to a subtree and a number of
proxies k1ε {0, 1, ...k}. There aren subtrees
and k + 1 possible proxy values, therefore
O(nk) rows in the table. Each entry of tables
UNROOTED-MULTI and ROOTED-MULTI can

be filled in O(k) time and once these are
completed, each entry of table COST-MULTI

takesO(1) work.
The number of columns of the table, i.e.

the number of possible different values of the
expected number of transmissionst, is O(n2).
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The number of transmissions needed in a sub-
tree, is determined by the worst node, i.e.
the node with the highest probability of not
receiving the packet. This (worst) node may
or may not belong to this subtree. There are at
most n2 paths and thusO(n2) paths from the
worst node to its proxy for which we need to
maintain a column (possible value oft).

Therefore, we showed that the above pro-
gram finds an optimal placement of proxies in
O(n3k2) time.

2) Approximation algorithm:We are inter-
ested in an(1 + ε) approximation of the min-
imum cost. To achieve it, we only fill up the
columns of the table corresponding to values of
t that are powers of(1+ δ) for some appropri-
ately chosenδ(ε). This makes the number of
entries required at most1

δ
log tm where tm =

O(h log 1/(1 − pm))and pm is the maximum
failure probability andh the height of the tree.
Notice, that the quantityt(1−pu) needs not be
integral. Therefore we round it up tot(1−pu)

∗

to the nearest power of(1 + δ), the precision
we are willing to deal with. The equations
of the previous section for ROOTED-MULTI ,
UNROOTED-MULTI , COST-MULTI should be

modified to reflect this rounding. E.g. for
ROOTED-MULTI :

ROOTED-MULTI(Tv, k1, t) = min
k2=0,...,k1−1

[

ROOTED-MULTI(TL, k1 − k2, t) + twu

+ COST-MULTI(TR, k2, (t(1− pu))
∗)]

We now show that the above program gives a
(1 + ε) approximation solution to the problem
in O(nhk2 log n/ε) time.

Consider the optimal solution and its cost
OPT . Starting bottom-up, round up the ex-
pected number of transmissions of the optimal
solution to powers of(1 + δ). Since the height
of the tree ish, the number of transmissionst
from the root will be at most(1 + δ)h times
the corresponding number of transmissions in
the optimal solution. Thus the cost of this
solution is at most(1 + δ)h · OPT . If we
chooseδ = ε

2h
, then the approximation factor

is at most(1 + ε) for ε < 1. The solution we
created has at that is a power of(1 + δ) and
is considered as a candidate solution for our
algorithm which will provide a solution at least
as good. Thus the(1 + ε)approximation of the
minimum cost. However, the number of dif-
ferent values of transmissions is nowO( log n

δ
)

which is O(h log n
ε

). The number of rows isnk.
Thus the total work isO(nhk2 log n/ε).

3) Example for the approximation algo-
rithm: Consider the graph of Figure 8 ob-
tained by Figure 3 by omittingCalifornia(2),
Maryland and the link connectingLG2, LG3

that have negligible loss rates.

Let us place two proxies. The table in
Figure II shows the costs of the func-
tions computed by the dynamic program.
The row ‘D & Lower’ ‘C(0)’ indicates the
function COST-MULTI(Tv, 0, t), where Tv is
the entire subtree rooted at D. The nota-
tion ‘R/U(k)’ denotes ROOTED-MULTI , and
UNROOTED-MULTI for k proxies. Identical

functions are shown in the same row. The
columns correspond to the parametert, the
expected number of trials. The letters in the
square parenthesis (in case ofk ≥ 1) is the
configuration of proxies corresponding to the
solution for that entry – for the sake of brevity
we present them only for COST-MULTI .

The final answer for 2 proxies is the first
entry in the last row and corresponds to proxies
on B and D.4 We chose to round upt in
multiples of0.05 (additive precision instead of
powers) and the dynamic program underesti-

4Tracing this back; this entry came from first entry inU(2),
which in turn came from the first entry inC(2) for A and
Lower. This entry comes fromC(2) of B and Lower; which
is due to the minimum entry in theR(2) row for this subtree.
This means one proxy is atB. To trace it back further, we have
to go up one column, and we have to place1 proxy; it appears
from row C(1) second column for C and Lower. This appears
from U(1), second column; which in turn appears fromC(1)
in D and Lower.C(1) shows up fromR(1) entry: placing the
other proxy at D.
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Fig. 8. A small example topology to demonstrate the computation of the approximation algorithm

mated the optimal cost by3%.5

In case we wanted a single proxy, it is best
to place it at D. This is interesting since the
second column gives the minimum. The first
entry shows that the source is interested in1
transmission, which mandates a proxy at B.
However if the source is willing to transmit
more, a better configuration comes from the
second entry.

A more intersting example is the case where
F1 is the source. Table V-A.3 shows the com-
putation of the approximation. Consider the
second last row which corresponds to having
a single proxy for the whole tree.

Surprisingly, the minimum isnot achieved
by placing a proxy atD, but at C. It would
have been natural to expect thatD would be
the proxy to ensure that theF1–D link is
not overloaded. But it turned out that in that
caseF2 will act as a "crying baby" and as
a result the whole network will see a lot of
retransmissions.

B. Algorithm for Unicast

If unicast is used for transmissions, the op-
timization problem is related to the standard
k-Median problem on a tree. However in our

5The actual cost of placing the proxies at these places is
8.95. After 1.265 expected trials from D, both F1 and F2 are
expected to receive the packet. The cost of this subgroup is
2.53. We estimate it below at 2.5, since the rounding up treated
an expectation more than 0.95 to be 1. Node C must send the
message 1.07 times on average, in order for D to receive it
with expectation 1. However, B needs to transmit 1.095 times
due to Se; and this means that C transmits 1.09 times. The
expected cost of this subgroup is 4.37. The subgroup between
the source and B adds a cost of approximately 1.05+1.

case, probabilities of failures instead of dis-
tances are associated with links. Therefore the
cost of every transmission may be different,
since the transmission can fail on any edge.

1) Approximation: We can still apply our
approach of section V-A.2, guess different val-
ues of the cost in powers of(1 + δ) and get
an (1 + ε) approximation of the optimal in
O(nhk2 log n/ε) time. This approach is useful
in minimizing multiple criteria, see section V-
C.

2) Optimal solution:The unicast problem is
simpler than the multicast because the number
of retransmissions only depends on the subtree
and its path to the root. We can solve this
problem optimally without guessing the num-
ber of transmissionst from the root. We should
just maintain a table (of sizeO(nkh))with
entries COST-UNI(Tv, k1, x) for the cost of the
subtreeTv with k1 proxies andx the immediate
ancestor proxy of the root ofTv (v 6= x).

The cost of sending a single packet from
x to v, PATH(x, v) should be evaluated first
in a top-down pass. PATH(x, x) = 0. From
PATH(x, y) we can compute PATH(x, z) =
1

1−pz
( PATH(x, y) + wz), wherez is a child of

y, pz is the loss rate of link(y, z), andwz is
the cost of a transmission on this edge. Each
node has at mosth ancestors6 and the size of
PATH is O(nh).

6The number of subtrees isn and h the height. Notice
that this way of formulating the dynamic program also solves
the problem discussed in [14] in timeO(nhk2) which is an
improvement of their algorithm.
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TABLE II

TABLE FOR THE DYNAMIC PROGRAM(APPROXIMATION SCHEME)

Subtree Function Expected Trials
t=1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4

D & F1 (not F2) R/U 1.15 1.2 1.25 1.3 1.35 1.4

D, F1,F2 R/U 2.5 2.6 2.7 2.8
C(0) 2.5 2.6 2.7 2.8

C(1)/C(2) 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5
proxy [D] [D] [D] [D] [D] [D] [D] [D] [D]

C & K R/U 1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4

C,K,D,F1,F2 U(0)/R(1) 5.1 5.3 5.5
U(1)/R(2)/U(2) 4.6 4.7 4.8 4.9 5 5.1 5.2 5.3

C(0) 5.1 5.3 5.5
C(1) 5.1 4.6 4.7 4.8 4.9 5 5.1 5.1 5.1
proxy [C] [D] [D] [D] [D] [D] [C] [C] [C]
C(2) 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6 4.6

proxies [C,D] [C,D] [C,D] [C,D] [C,D] [C,D] [C,D] [C,D] [C,D]

B & Se R/U 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4

B & Lower U(0)/R(1) 7.7 8 8.3
U(1)/R(2) 6.7 6.9 7.1 7.3 7.5 7.7 7.8 7.9

U(2) 6.7 6.8 6.9 7 7.1 7.2 7.3 7.4
C(0) 7.7 8 8.3
C(1) 7.7 6.7 6.9 7.1 7.3 7.5 7.7 7.7 7.7
proxy [B] [D] [D] [D] [D] [D] [B] [B] [B]
C(2) 6.7 6.7 6.7 6.7 6.7 6.7 6.7 6.7 6.7

proxies [B,D] [B,D] [B,D] [B,D] [B,D] [B,D] [B,D] [B,D] [B,D]

A & Lower U(0)/R(1) 10.3 10.7 11.1
U(1)/R(2) 8.7 7.75 8 8.25 8.5 8.75 9 9.05 9.1

U(2) 7.7 7.75 7.8 7.85 7.9 7.95 8 8.05 8.1
C(0) 10.3 10.7 11.1
C(1) 8.7 7.75 8 8.25 8.5 8.75 9 9.05 9.1
proxy [B] [D] [D] [D] [D] [D] [B] [B] [B]
C(2) 7.7 7.75 7.75 7.75 7.75 7.75 7.75 7.75 7.75

proxies [B,D] [A,D] [A,D] [A,D] [A,D] [A,D] [A,D] [A,D] [A,D]

Tree from Src C(1) 9.7 8.8 9.1 9.4 9.7 10 10.3 10.4 10.5
proxy [B] [D] [D] [D] [D] [D] [B] [B] [B]
C(2) 8.7 8.8 8.85 8.9 8.95 9 9.05 9.1 9.15

proxies [B,D] [A,D] [A,D] [A,D] [A,D] [A,D] [A,D] [A,D] [A,D]

COST-UNI(Tv, k1, x) = min[

PATH(x, v) + ROOTED-UNI(Tv, k1)

UNROOTED-UNI(Tv, k1, x)]

ROOTED-UNI(Tv, k1) = min
k2=0,...,k1−1

[

ROOTED-UNI(TL, k1 − k2) +

COST-UNI(TR, k2, v)]

UNROOTED-UNI(Tv, k1, x) = min
k2=0,...,k1

[

UNROOTED-UNI(TL, k1 − k2, x) +

COST-UNI(TR, k2, x)]

Theorem 1:The dynamic program shown
above solves the problem of unicast with link
failures on trees optimally in timeO(nhk2).
(We omit the proof).

C. Extensions

Our dynamic programming approach gener-
alizes to several interesting variants.

Expected Minimum Cost and Delay:Apart
from the failure probability, we can also assign
a parameterwu specific to each link. If this
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TABLE III

TABLE SHOWING F1 AS SOURCE

Subtree Function Expected Trials
t=1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4

A & S U/R/C 1.05 1.10 1.15 1.2 1.25 1.3 1.35 1.4

B,Se U/R/C 1.05 1.10 1.15 1.2 1.25 1.3 1.35 1.4

B & Lower U(0)/C(0)/R(1) 3.15 3.3 3.45 3.6 3.75 3.9 4.05 4.2
U(1)/R(2) 3.15 3.25 3.35 3.45 3.55 3.65 3.75 3.85

C(0) 3.15 3.3 3.45 3.6 3.75 3.9 4.05 4.2
C(1)/C(2) 3.15 3.15 3.15 3.15 3.15 3.15 3.15 3.15 3.15

proxy [B] [B] [B] [B] [B] [B] [B] [B] [B]

C,K U/R/C 1 1.05 1.10 1.15 1.2 1.25 1.3 1.35 1.4

C & Lower U(0)/R(1) 5.25 5.5 5.75 6 6.25 6.5 6.75 7
U(1)/R(2)/U(2) 5.15 5.25 5.35 5.45 5.55 5.65 5.75 5.85 5.95

C(0) 5.25 5.5 5.75 6 6.25 6.5 6.75 7
C(1) 5.15 5.25 5.25 5.25 5.25 5.25 5.25 5.25 5.25
proxy [B] [C] [C] [C] [C] [C] [C] [C] [C]
C(2) 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15 5.15

proxies [B,C] [B,C] [B,C] [B,C] [B,C] [B,C] [B,C] [B,C] [B,C]

D & F2 U/R/C 1.15 1.2 1.25 1.3 1.35 1.4

D & Lower U(0)/R(1) 7.75 8.05 8.35 8.65 8.95 9.2
U(1)/R(2) 7.55 7.65 7.75 7.85 7.95 8.05

U(2) 7.45 7.55 7.65 7.75 7.85 7.95
C(0) 7.75 8.05 8.35 8.65 8.95 9.2
C(1) 7.75 7.75 7.75 7.55 7.65 7.75 7.75 7.75 7.75
proxy [D] [D] [D] [C] [C] [D] [D] [D] [D]
C(2) 7.55 7.55 7.55 7.45 7.55 7.55 7.55 7.55 7.55

proxies [C,D] [C,D] [C,D] [B,D] [C,D] [C,D] [C,D] [C,D] [C,D]

Whole tree C(1) 9 9.05 9.1 8.95
proxy [D] [D] [D] [C]
C(2) 8.8 8.85 8.9 8.85

proxies [B,D] [B,D] [B,D] [B,D]

parameter represents delay, then we can use
almost the same program to minimize for min-
imum expected delay. The only change needed
is to take maximum of the delay forTL and the
link plusTR, instead of the sum. This parameter
wu can also be used to allow network manager
to favor some links, e.g. congested or expensive
ones.

Mixed Strategies: A proxy may locally
choose its own strategy, between multicast and
unicast retransmissions. If there are a few iso-
lated bad links, unicast retransmissions to them
would save the rest of the group from exposure.
If the loss happened on the shared part of the
path, multicast might be better. Even this mixed
scheme can be accommodated by the dynamic
programming strategy, by recording the best
between the multicast and unicast cost in the

table.
Variable Number of Proxies:The larger the

number of proxies the better the performance.
At the limit, if all nodes become proxies, the
scheme degenerates to hop-by-hop acknowl-
edgment and the least bandwidth is used. How-
ever, proxies are costly entities and one would
like to use a relatively small number of them
and get adequate performance. In the example
of section V-A.3, optimally placing one proxy
decreased the cost by25%, while the additional
decrease from placing the second proxy is only
1%. The problem studied in this paper, consid-
ers a fixed number of proxiesk. However, the
table of the dynamic program contains anyway
the minimum costT ∗ for all number of proxies
k1 : 1, 2, ...K. By looking at the valuesT ∗(k1)
and one could choose an appropriatek1 beyond
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which the incremental decrease in costT ∗ is
small.

VI. CONCLUSIONS

In this paper, we study the hierarchical re-
liable multicast problem. In the first part of
the paper we partitioned an entire group into
subgroups and evaluated the performance of
each subgroup in terms of two appropriate
measures. In the second part, we studied the
problem of optimal placement of proxies in
order to minimize a bandwidth cost function.
An optimal and an approximation algorithm
were given for both the multicast and the
unicast problem. We focused on the multicast
case, which had not been solved before as
an optimization problem. We also applied our
algorithm on a realistic example obtained from
MBONE measurements. We outlined how our
approach can be applied to a variety of related
problems.
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