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Abstract—Portable devices (such as personal digital assis- Power management and control can be applied on various
tants and laptops with wireless connectivity) are becoming components and layers of a battery-constrained portable
ubiquitous. As their functionality and capabilities increase, device. In this paper, we focus on the efficient use of the
their energy consumption requirements also increase. Yet, L S . .
these devices have to operate on limited batteries. In order to communication rgdlo, and we control both (i) the transitions
maximize the battery lifetime, it is necessary to optimize the use between the various operation modes (&g, sleep, ojf
of energy at various components of such a device. In this paper, and (ii) the power used for transmission. In this first step,
we consider a single portable device operating on a limited our work develops the analytical framework for stochastic
battery that transmits information over an interference-limited modeling and optimization of energy efficient communica-

wireless channel. We seek to optimize the power consumption fi taking int t both trol ts. We f lat
on the communication radio in this device, by controlling both lon, faking Into account both control aspects. Ve formulate

the operation mode and the transmission power. We model the general problem in a dynamic programming framework,
the general problem using dynamic programming, obtain and explore various design tradeoffs through analysis of
the optimal solutions for insightful special cases and explore insightful special cases. We hope that this approach will
various design tradeoffs. Our work provides an analytical e ;e by the research community to model additional
framework for stochastic modeling and optimization of energy -
spent for communications in battery-operated portable devices. Cases’ explore; the design tradeoffs, and develop and evaluate
practical heuristics.
The rest of the paper is structured as follows. In section
l. INTRODUCTION Il we di;cu;s related work in the area of gnergy—efﬁcient
communications, and where our work lies in this problem

Recent advances in the design of portable devices cospace. In section Ill, we introduce the general model for
bined with advances in wireless access and network cansingle node and discuss the various design tradeoffs. In
vergence, have made portable - and in particular handhedéction 1V, we discuss variations of the model to address
devices extremely popular. Such devices conveniently preeveral operational issues and special case scenarios. In
vide many services including communication, computatiogections V and VI, we present and analyze two insightful
personal information management, and Internet access. Epécial cases, which, apart from serving as a case study, also
example, laptops equipped with Wi-Fi capability providgheds light to some fundamental tradeoffs of the general
today ubiquitous access to the Internet; traditional celbroblem. In particular, in section V, we study the case
phones are enhanced with Internet-access and other servigggire the node is always on and we control the transmission
personal digital assistants (PDAs) combine various built-igower; we also optimally choose the initial power reserves.
capabilities (including cellular, WiFi and VoIP, storage an¢h section VI, we control both the transmission power and
computation) and gain more and more momentum. We at& operation mode of the radio. Section VIl compares
particularly interested in this last category, which has thfe policies obtained for the two special cases and for
potential to become the dominant integrated solution in thienchmark systems. Section VIII concludes the paper.
space.

Portable devices operate on a limited battery. Clearly,
it is desirable to maximize the battery lifetime for the
user’s convenience (e.g. to maximize the time to recharging).There has been a large body of work related to energy-
However, limitations in the size and weight of portable (anefficiency in various contexts, including system-level power
particularly of handheld) devices result in limitations in thenanagement, wireless ad-hoc and sensor networks.
allowed battery size. Therefore, it is important to efficiently System-leveldynamic power management (DPM)go-
use the battery reserves so as to achieve high-performarittams, preserve energy by switching idle components to
operation and long battery lifetime. This optimization comlower power consumption states, e.g. see [1]; clearly there is
plements improvements in the size-efficiency of batteriesa tradeoff between energy savings and performance. In [2],

Il. RELATED WORK



this problem has been studied as a stochastic optimization ~ Txpowerp Channd Interference|
problem; system resources are modeled by states, capturing ~ Radio (ON or SLEEP) SUCCESSW.p. S(p,i)

the power-performance tradeoff, and transitions between

states can be optimally managed by a policy manager. In the

past, timeout-based heuristics, [3], (originating from earlier e

work on hard disks and interactive terminals) as well as

predictive techniques, [4], have also been extensively used. Buffer b % Battery

On the other hand, in the context of wireless commu-
nications with interference-limited environments, there has , o ,
been an extensive amount of work tnsmission power Fig. 1. A single portable device with battery reserveandb packets in

ee p the buffer. The wireless channel has interfereiic&he radio has control
control (TPC) e.g. for an example of power control forover (i) its operation mode (ON, SLEEP, etc) and over (i) the transmission
packet-based traffic see [5]. In that context, the purposePRverp that is used to transmit a packet.
to optimally control the transmission power level to combat

interference, so as to use low power while still achieving taechnique for saving energy, is again to turn off the radio

desired quality-of-service level. In addition to saving energy, ing idle periods
TPC has additional benefits, such as increase in networll%:m%”y a%other .body of work in wireless ad-hoc and
capacity (by keeping interference and thus stress to t:rs]g:“nsor n’etworks takes a network-centric point of view and

:::;r;gglnlow) and decrease of exposure to electromagnc?Hgs to maximize the lifetime not only of individual nodes

. - but also of the network as a whole. Issues include how
Most past and ongoing work on energy-efficiency fo

: . tablish topol how to route traffic under stringent
handheld and wireless 802.11 devices, focuses on the D WS ablis opology, how 1o foute traffic U der s ge
energy constraints, and how to manage the operational

aspect, that is on when to switch the radio between Varolste transitions while maintaining undisturbed operation.

operation modes; e.9. see [6], [7] for a protocols and Sys’te'i—riépresentative examples of work in this area, include - but

perspective and [8] for a stochastp optlmlzat!on t_reat.me‘[j]lFe not limited to - [14], [15], [16], [17]. In [18], closed-
of the problem. On the contrary, little attention is given
L . loop control concepts were used for power management of

on the transmission power aspect, as e.g. in [9], [10]. The .
networks-on-chips.

reason Is t_hat with the cu rent transcelver_s ' the energy spen ethodologically, our work resembles more the stochastic

while in high consumption states (e.gn) is significantly . S

hiaher than in the low consumption onef. sleep This modeling and optimization approaches, e.g. [2], [8]. How-
'9 ! W umpti ' P Ihi ever, we control both the radio state (DPM) and the trans-

IS _malnly_due to. the d§5|gn of power .ampln‘lers, Whos%ission power (TPC); in the following sections, we explore
efficiency is non-linear with the transmission power: they are

efficient for high transmission power and inefficient for low ow the optimal control depends on the relative values of
transmission power; a discussion in the context of 802.ﬂJeratmg power (iron, sleepstates) vs. transmission power.
[11]_can be found in [10]. However, as power control s_tgrts . GENERAL MODEL AND PROBLEM

getting implemented, e.g. in 802.11h [12], power amplifiers FORMULATION

are improving and becoming more efficient even in lower h , . h , | reflecti
power levels. For example, in [9], [10], TPC is used in In this section we introduce the basic model, reflecting

combination with PHY rate adaptation for 802.11a/h.  OUr problem formulation and capturing the performance
In this paper, we aim at minimizing the energy spent f&Fadeoffs and control issues. We embed the problem within

communication by the radio of a single battery-constrainéyj Markov decision process framework and use dynamic
device: we seek to jointly control both the operation staf§®9ramming to compute the optimal control [19].
(which resembles DPM) and the transmission power (which o
resembles TPC). The relative benefit from DPM vs. TP& System Description
eventually depends on the scenario itself; e.g. as power amWe consider the single portable device shown in Fig.
plifiers become more efficient DPM and TPC become com= The device has a radio which can be in one of two
parable; for long range transmission (due to geographicabdes: either ON or SLEEP. (This can be extended to a
or military constraints) the transmission power dominatelrger number of states, at the cost of additional computation
finally, TPC brings additional benefits other than battergomplexity, as discussed later. Without loss of generality, let
such as the increase in network capacity. us consider two states for the moment). The device also has a
Energy efficiency is also critical in the context of sensdvattery with energy reserves and a buffer withh packets
networks, for which resources are even more limited. A ni@dntaining data that the user has accumulated and wants
survey on energy efficient techniques for sensor networte transmit over the wireless channel (e.g. to send emails
is given in [13]. The characteristics of radios for sensar any other data transfer). The radio can transmit packets
networks differ from traditional radios (e.g. in thBt power only when it is ON. The wireless channel has interference
is comparable t&rx, Idlepower). Because the dominant part, which affects the probability of successful packet trans-
of power is spent for keeping the radio on, the widely usedissions. The device wants to transmit all packets across



the wireless channel using the minimum amount of batterye Power Spent on Operation ModeShe radio spends
energy. This can be achieved by appropriately controlling operating powet’,,, and Py, for every time slot in
the operating mode of the radio and its transmission power mode ON and SLEEP respectively. In genetd),, is

p. Time is slotted and indexed ky=0,1,2,3,....
Using transmission powep, a packet is successfully
transmitted with probability(p, 7) that depends on the inter-

the dominant part, whileP.., =~ 0 is negligible; e.g.
the ratioP,,,: Psccp depends on the specific device and
radio (typically in the order of 10:1 in 802.11 radios).

ferencei (or quality of the channel). Clearly, an unsuccessful ~ Additional operational modes of interest can easily be

transmission wastes battery energy. The interferéncdhe

incorporated in this model by increasing the state space.

channel fluctuates according to a time-homogeneous Markov For example, 802.11b radios have teake, sleep, off

chain, taking values in the finite sdt of all attainable
interference states. It switches with probabiligy; from
state; € I in a time slot to statgf € [ in the next time

modes and thawakestate can further be divided into
transmit, receiv@wvhich is in general non negligible)
and idle. For simplicity, in this paper, we refer only

slot. Furthermore, it is assumed that the interference is not to on and sleep modes. Methodologically, the same

responsive to transmitter actions.
Initially the device has batteryr, and b, packets. We

analysis can be applied to any number of states, at the
additional cost of increased computational complexity.

assume that the packets are already collected and stored Power Spent on Transitions between Modegyeneral,

in the buffer, and the node wants to transmit them over switching between modes requires to spend transmis-
the wireless channel, e.g. to its neighbors or to the base sion power. Typically, more power is required to wake-
station. In general, the user of the device may continuously ~up the node?

produce new data packets that arrive to its buffer. The users Transmission PowerThe radio can use transmis-
activity, which can be thought as arrival process to the buffer, sion (Tx) powerp from a bounded range of =
follows its own duty-cycle, which might also be subject to  0,1,2,...Ppax < 7 — P,,. The specific values depend
another optimization. For the moment, we focus on how to on the standard, e.g. see [12] for the possible power

manage the radio in order to transmit a certain amount

of levels in 802.11h.

already stored packets, while spending the minimum amounte Stress Induced to the Chann@ransmission powep

of energy. Later on, we can modify our model to include
live source or continuous activity.
The dilemma faced by the radio is the following. On on

a when the interference i$, introduces a cost(p,1)
paid in that slot. This cost may reflect the interference
e stress that the transmission under consideration induces

hand it wants to transmit the packets as soon as possible; in on the channel, e.g., interfering with ‘background’

order to do so though, it has to be ON, spending operati
power P,,, and a certain transmission power).(On the
other hand, it wants to avoid spending any power in ord

ng transmissions from other transmitters that use the same
channel. The latter may in turn stress the original
er ‘foreground’ transmitter in response to its power in-

to preserve its limited battery. Clearly, there is a tradeoff ~creases, thus generating more interference on it. This
between these two conflicting goals. We seek the optimal entanglement effect is implicitly captured in the cost

power management to jointly optimize these goals.

B. Discussion of Costs

U(p,i). The cost¥(p,i) should be increasing in both
p and i, consistently with the intuition that the more
congested the channel is, the more power should be
spent to capture it and support the required success

There are several pressures to be considered and captured Probability. The stress that transmitting power induces

into performance/operational costs.
Packet Delivery and Cost8Ve assume thal, packets,

to the channel may be critical in densely populated
wireless networks with a large number of transmit-

containing information produced by the user and initially ~ t€rs- Recent work characterized the capacity of such
stored in the buffer. In order to model our intention to trans- ~ iNterference - limited wireless ad-hoc networks [20].
mit these data on time, we introduce the following costs. A final consideration is how Power Control interacts
The backlog cosB(b), incurred at each time slot, models ~ With Multiple Access protocols such as CSMA/CA;

the urgency to deliver the packets as soon as possible.
addition, if the system terminates (because it runs out

In this problem is important, but outside the scope of this
of Pbaper.

battery) without delivering all data, we introduce a terminal ® COSt of Unused Batterpll the above-mentioned power
cost ¢*) associated with the number of remaining packets. '€quirements drain the battery reservegs We would

Power Control and Costsln order for the device to
transmit the packets, it needs to spend energy from
battery reserves, which initially isy. The following powet
costs are associated with the operation of the device:

like to transmit the packets, using the minimum re-
its
2We further assume that transitions happen with negligible transition
delay. This is the case when the transition time is shorter than the duration

of the time slot. One could also model a transition delay that lasts for
several time slots, by maintaining additional the state to keeping track in

1Throughout the text, we will sometimes use the terms “power” ana time window, from the time a transition is requested until the transition

“energy” interchangeably, considering a unit timelof

takes place. We omit it here for simplicity.



quired battery. If initially we “payed” for battery,, but

in practice we sent all packets using only 7, then J(b, 7,4, sleep) = min{ B(b) +

we associate a terminal cast with the unused battery, Y m

to express our intention to make an initial investment 1m=sleep2qijJ(b,7r,j, sleep)+
mo that is just sufficient for the job, no more no less. jer

This investment can be thought in terms of money .
. . " lim—on|Psieep—on + i (b, T — Psieep—onsJ,on
engineering effort to manufacture a battery larger than™ "™ on[Poteep—on j;q” ( stcep=ons J o)}

needed (given size and form constraints and desirable 1)
lifetime for the user’s convenience), or engineering
effort to scavenge energy from the environment. THed- 1 describes the evolution, given that we are in SLEEP
more genera| question isow much energy we needmOde. In the current time slot, we are paylng the baCkIOg
per packetlimy, .. m0/bo? cost. If we decide to stay in SLEEP modethe only state
Depending on the relative values pfand P,,,, most of change is_ thatinterference goes from.j. Alterne_l'gively, we
the energy savings can come from DPM or TPC; clearly {82 decide to switch back ON, paying transition (waking
larger P,,, : p the more the benefit from DPM. HoweverUP) COSt Psieep—on in the current time slot and future
even wherp << P,, (as for example in the motes used iffXPected cosy_ 1 GijJ (b, T — Piieep—ons J, 0n)).
sensor networks), the stredgp, i) induced to the channel
may be comparable tB,,,. Furthermore, transmission power J(b,m,i,0on) = min{B(b)
control is implicitly entangled with DPM control because mp
it affects how long we keep the radio ON and pay the +lm=sicep{ Pon—stcep + P 4ijJ (b, 7 — Pon, j, sleep)}

P,, operating cost. Our framework enables us to explore JerI
tradeoffs likeP,,, vs. p. +1lm=on{Pon + 0+ ¥(p, 1)
_ +5(p,i) Y i J(b— 1,7 = p— Pon, j,on)

C. System State and Optimal Control il

_T_he_ quective is to transfer all packets stored in the buffer, +[1 — s(p, )] Z @ijJ (b, —p — Pon, j,on)}}
minimizing the overall cost. The system state to be tracked el
in each time slot is: )

(b, 7,4, mode) Eq. 2 corresponds to the case that we are in the ON mode.

Backlog costB(b) is payed at the current time slot. Addi-

that is, the current numbérof packets left in the transmitter - - . >0
buffer, the remaining battery, the current interference statelional cost will be payed, depending on the decision to stay

i in the channel and thewode of the radio (ON or SLEEP) ON or switch to SLEEP. The optimal control will choose
in the previous time slot. The controls applied, or decisiofi€ transition that minimizes the total expected (current and
made, in each time slot, afen, p), where: future) C%St',
« m is the mode of the system in the current time slot; The 2" I|n_e of Eq. 2 corresponds to the case that_ we
m € {ON, SLEEP). decide to switch from ON to SLEEP. In the current time

« pis the transmission power, and can be chosen frosrr|10t’ we pay backlog and operating cost. The future expected

a bounded rangé), P,..], provided that the current cost depends on th_e channel transitions (fromm g_) and _
: : on the cost-to-go in the SLEEP state, given in Eq. 1:

mode is ON and there is enough battery left{ = — )

P,). > jer 4ijJ (b, — Pop, j, sleep).

s stém EvolutionThe device initially starts withb The 3" and4!" lines of Eq.2 correspond to the case that

aczets in th\é bu I!fer' Ine erVI t'mcl. .l,llot ythe o t'mV:I cc;)ntr g}/e decide to stay ON. Then the optimal cost-to-go cost,

P ! utier. very t ' bl exercising optimal control, is comprised of the cost payed

choosgs Fhe mode in the currgnt time sfot and the at the current slot (backlog cost(b) and power cosP,,, +
transmission powep. The evolution of the system ends

; . ¥(p,7)) and two more terms depending on the outcome
when either all packets are transmittéd< 0), or the battery P+ W(p,i)) . P g .
is emptied £ = 0). Given this formulation, the s stem©F The current transmission/(b — 1, — p — Pon, j, 0n)
. P o o y corresponds to the case that the transmission is successful;
simply becomes a controlled Markov chain. Hence, we ciﬂ

: ) . e number of packets is reduced by one and the batter
develop a Dynamic Programming (DP) recursion to compuie P y y

iS reduced by the operating coB},, and the transmission

. . tp. —p—P,n,Jj rr nds to th that

Let J(b, 7, i,mode) be the cost-to-go, that is the m|n-COS P J(b’.ﬁ P on, J, 0n) corresponds to the case tha
the transmission is unsuccessful, thus the buffer level stays

imum cost incurred from now on until termination, giver}he same, although we spent the same amount of battery
that the optimal contro{m, p) is used and the current state '

. , . , e + P,,, as before.

is (b, 7,4, mode). The quantity.J (b, 7,7, mode) satisfies the PT Lon

following functional recursive equations, (1) and (2), for 3Notation: the indicator function,,—o, takes the valud if m = on
be{0,1,,...,b0},m, i € I, mode € {on, sleep}. and0 otherwise. Similarly.l,;,—seep = 1 if m = sleep and0 otherwise.

the optimal control [19].



Terminal CostsThe recursion terminates either when watay ON without transmittingp(= 0), in order to avoid the
run out of battery £ = 0) or when we transmit all packetstransition costP;,.
(b = 0). The terminal costs depend on the remaining packetsThe state of the system then becomes simlyr,)
and battery respectively: and the only control is the transmission powerp = 0
. . automatically means that the radio is in SLEEP mode: there
J(b,0,7, mode) = b () is no operating costi,,1,—0 = 0) and there is no stress
J(0,7,i, mode) = 7V 4) on the channel¥(p = 0,4) should be forced by definition
to be0). The recursive equations then become simpler:
The parameters, y capture how much we value the impor- ) )
tance of un-transmitted packets and excessive battery units. J(bm, ) = p:o,l?},n,pon{B(b) + Fonlip>oy +p

In the numerical analysis we use= y = 1, but our model . : )
’ U (p, , i J(b—1,m—p— P,,1 ,
can accommodate any, y. +U(p, 1)+ 5(p,1) D i ( TP {p>0}:7)

Computing the Optimal ControlSolving the Dynamic Iet
Programming recursion equations results in the optimal +[1 = s(p,1)] Z%’J(bvﬂ =P = Ponlgp>oy:4)}
controls for ¢n, p*) for all states(b, 7, i, mode). The DP Jel
terminates when the buffer emptids= 0 or the battery ®)

emptiesm = 0. Any policy that does not terminate infor b € {0,1,2,...,b0}, m € {0,1,2,3,...,m0}, i € 1.
finite time will incur an infinite (backlog) cost. However,

being ON and using any, we can either empty the bufferg Device Always Powered-On

with positive probability or finish our battery in finite time.

Therefore, there exists a stationary optimal control solution, ANOther special case is when the device stays ON, i.e.
obtainable by value iteration. [19]. we disable the SLEEP mode. This scenario may arise when

Choice of Initial BatteryHaving found the optimal con- devices are power-on aIvv_ays or for a long period of intergst.
trol for various values of the initial battery,, we can take Even rlnore m;erestlngily, Itis f':\ls',o relfe\(/Jal\r;t wge(r;':tr';e dgvg:e
an additional step and optimize the choice of initial batte Sa ofnger u“é cyc_e,_consstmg 0” hanON pe;lohs,
required, to minimize the total cost. This is an importa ut we focus and optimize specifically the ON part of the
decision that determines the design and engineering ty cycle. In this case, the recursive equations get further

the battery to be put in the device: it should be largeMPlified:

for sufficiently long operation and should also conform to J(b, ,4) = min {B() + [Pon + p+ U(p,i)]
practical size/form/cost constraints. To express this goal in p=0.Lm=Fon
the context of the DP formulation, we want to choosg +s(p, i) Z%J(b —1,m—=p— Pon,j)
s.t. jeI
H}rinZQijJ(b,WO,@mOde) (5) —|—[1—s(p,z')}ZqijJ(b,ﬂ—p—Pon,j)}
jel jerl
(1)

IV. ADDITIONAL OPERATIONAL
CONSIDERATIONS C. Packet Arrivals

In this section, we discuss how the general formulation So far, we consider that a certain amount of packets is
and methodology can be appropriately adjusted to addregfeady stored in the buffer and need to be transmitted.
various operational scenarios. First, we present two spegifdwever, data may continuously arrive at the node, caused
cases of the general model; then, we mention two possilp¢ continuous activity of the user, e.g. a VoIP call. This

extensions. scenario can be easily included in the DP formulation by
incorporating a live source(s) generating packets that arrive
A. Negligible Wake-up Cost to the buffer. This will add a second source of uncertainty

. . to the system, in addition to the interference.
In some operational scenarios, the power cost for transi-

tions between operating modes may be negligible compared ) ] ]

to the other Costs, .6, sicep ~ Pricepon ~ 0. In these D. Controlling Multiple Components of a Device

cases, the general model can be significantly simplified.A portable/handheld device consists of several compo-
When the radio decides not to transmit &£ 0), it can nents, including the processor, the memory and the wireless
also switch to SLEEP, in order to avoid spending operatimgdio (which has been our focus so far). Power-management
power P,,,. Therefore we can eliminate the radimde (ON of the device as a whole is also possible in the DP

or SLEEP) from the system state, and the controfrom  framework: it should consider all components, their power

the control variablesp = 0 now automatically means thatconsumption characteristics and the interactions between
the radio is also inmode = SLEFEP. This was not the them. A power analysis of the specific device of interest

case in the general model, where the radio could decideisoimportant in order to understand how power is allocated



~nitially:
50 packets &
50 power units

to the various components and where there is room for
optimization. E.g., 802.11 radios have very different power —
consumption characteristics than the motes used in sensor O s
networks.

IS

30(¥ 4 initially:

50 packets &
100 power units

E. Network-Wide Power Management

Network of nodesA natural next step, after the power
management for a single node, is the maximization of the ol

Remaining Packets in the Buffer

lifetime of an ad-hoc network consisting of multiple such remaining packets
nodes. Much effort has already been put to this direction o 1‘0/20 maog‘::y TR ——
from a system and protocol perspective in the context of ad- Remaining Batiery (units)

hoc and sensor networks [15], [16], [17]. As an extension of

the current work, we plan to address the question of maxig. 2. Four examples of the system evolutignr). Starting at(bo, 7o)

mizing the lifetime of a battery-operated network, within th€op-right side of the graph) and using some power at every time slot, we

. . L . radually empty the battery and/or the buffer (moving towards the bottom-

dynamic programming framework. Interesting issues incluq§; sige of the graph). We terminate either when we empty the buffer

(i) studying battery savings in conjunction with topology an¢ = 0) or when we run out of batteryp(= 0).

routing and (ii) designing practical distributed heuristics that

approximate the global optimum. This class of problems

bears similarities with recent work on networks-on-chips 2) What is the optimal transmission poligy* ? How

[18]. does it depend on the remaining batterythe current
Responsive interferencé different aspect that arises backlogb and the operational cost,,/p?

when we consider many nodes is that of responsive VEhe DP formulation is now simply:

markovian interference. So far, we have modeled the chan- Jm) =  min  {W(p+ Py)+

nel as a Markov chain. This modeling assumption was a P =1, Pon P Fon

methodological step that allowed us to abstract and SUMmay,) (b — 1,7 — p — P,,) + [1 — s(p)]J(b,m — p — P.y)}

rize the interference caused by a large number of radios into (8)
a single “background” interference. In practice, this Markov

chain will have a large number of states (corresponding e.g. J(0,m) = W, J(b,0) =0 9)
to nodes starting and finishing transmissions) or the channel .

may not even be Markovian (if many nodes implement J(b) = min J (b, o) (10)

power control). As for the first concern, our approach
clearly able to address any markovian channel, even wit

large number of states, at the cost of higher computationa

%he weightW in front of the power-related costs indicates
Eﬁw much we value power vs. packet delivery and it strongly

. - . ects the optimal policy.
complexity. As for the second concern, preliminary simu- P policy.

lations in a responsive interference environment provide Intition. The example illustrated in Fig. 2 gives some
sanity check b b iftuition. Let's say we want to send, = 50 packets.

Assume the optimal power policy is to use unit for
_ transmission every time and ignaofg,,. If the channel were
V. SPECIAL CASE I: SENSOR ALWAYS ON, perfects = 1, we would need exactly one unit of power per
CONTROL TRANSMISSION POWER packet:my = bg. In Fig. 2, the system would evolve from
Problem SetupWe now consider a special case, whichip, = 50,7, = 50), across the straight dotted line toward
is interesting in itself and also allows us to highlighto,0), transmitting all packets and wasting no battery.
fundamental tradeoffs of the general problem. In particular, If s < 1 when usingl unit power to transmit, some
and in order to highlight the relation betweey and by, packets are lost and additional power is needed to retransmit
we consider the following problem setup. First, we omihem: o, > by. E.g. for a Bernoulli channel w.ps < 1,
the backlog COSB(b). Second, we ignore the interferenceNe need on average, = bo/S > by units of power. For
i and capture the channel behavior using a probability gkample, in Fig. 2, the top thin lines show the sample paths
successs(p) which is an increasing, convex function pf exercising optimal control starting &by = 50,7, = 50)
e.g.s(p) = p/(p+1i). (In a sense, the interferenées still  and assuming(p = 1) = 0.1; the system always terminates
captured as a parameterdfp).) Third, we are always ON, on the y-axis(b > 0,7 = 0) , even if we give a lot of
paying I, in every time slot, and we are never idfet 0). importance (largéV) to power. However, if we starting at
The problem now is as follows. We want to sehg higher initial power(b, = 50,7 = 100), we are able to
packets over a channel with success probability). terminate at the y- or at the x-axis, by appropriately tuning
1) How much batteryr} do we need? What is the relationiV'.
betweenry andb,? Is it linear? How does is it affected For a general success probabilitip), the optimal choice
by the channel behavior(p)? of initial battery 7 depends on the shape efp). The DP



180
1601 —

Initial battery selected
Initial Battery (units)

. . . . . . . . .
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Fig. 3. Optimal initial batteryrg increases with the number of packets toFig. 5.  Optimal initial batteryr}, depending on the weight W (relative
be transmitted, depending on the weight W. (Keepirigand thuss(p),  importance of power vs. remaining packets).
the same.)

Fig. 5 shows in more detail the effect of the weidht.
The larger the weight on power, the more conservative the
optimal transmission policy* , the less initialrg we need;
éhis is captured by the linear decreasing part in Fig. 5. At
the extreme, where we choose W such tétp + P,,,) >

recursive equations compute the optimal conitaf, p*).
After choosing the rightr§;, we let the system evolve from
(bo, mg) until it hits b = 0 or 7 = 0, using the optimal
control p*. Depending on how much we value packets v

ower (captured by our choice of weighf), we can affect - . .
P (cap y gho) s(p), Vp, we indicate that we value power spent in one time

the optimal policyp* and make the system “hit” one of .
the two axes. Ideally, we would like to hit point (O,O)f;k)t mor,e than the deh_very of one packep). ".1 that case.
which means that we used just enough power to transrﬁitdoesnt even worth it to try to send anything, which is
the packets. captured, in Fig. 5, by the threshold effect and the sharp
Structural Properties of the Optimal PolicWe now nu- decrease down tao = O i L _
merically compute the optimal polidyrs, p*) and comment In summary, regarding the optimal initial battery:
on its observed structural properties. The power unit in alle 7 T asbo T
figures is the step in Tx power = 1,2,...P,., (i.e. we o 75 T asi]
normalize W.r.tp,, = 1) o My lasW 1. w5 =0if W(p+ Pon) > s(p) Vp
Let us now discuss the properties of the optimal transmis-
sion policypx. Fig. 6 showg* as a function of the remain-
ing batteryr, for one packeti{= 1) and for various values
of P,,. In transmitting one packet we face the following
dilemma. On one hand, we can use low Tx powgrthus
o 10 20 % @ m e 70 @ & o have low prob. of successp;), and spend several (sa&y
ransmission power p slots andk(p; + P,y,) units of power before we succeed. On
= the other hand, we can spend a laggeand get the packet
through with high prob. in one slot, paying, + P,,. If
P,, is small, then we can afford paying it multiple times.
As P,,, 1 (moving from the top to the bottom plots of Fig.6),
Ty T B ) / we cannot afford payind’,,, multiple times and we become
more aggressive: we use high Tx power in order to finish
Fio. 4. Effect of Channel Volatil @ th babili as soon as possible. The chosen number of time dlots
Ség') " /(;C +°i) beacrgﬁesOrﬁo'ry\f‘ocl;?ﬁ;'g%d(%) IZrSléfciﬁﬁiséFL%t?er&ly is constrained by whether there is enough battery for all
is required. k of them. This explains the triangular shape along the
axis: as more power is available, there are more transmission
Fig. 3 confirms the intuition that more initial poweropportunities which allow us to decreagé and spread it
7g is needed to send more packéts the slope depends over more slots. The sharp decreases in Fig.6, happens when
on the weightV, the relative importance of battery vs.r T so that we get one more opportunity to transmit (say
remaining packets in the buffer. Furthermorg, depends from k to k£ + 1 times); thus the periodic triangular shape.
on the volatility of the channel, as shown in Fig. 4: as When more battery is available, we have ample transmission
increasess(p) becomes more volatile and we need largapportunities to transmit and we become less stressed: the
my to accommodate the channel fluctuations even for tiangular shape is repeated, but the fluctuations have lower
sameby and W. peaks, as we move to right of theaxis.
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Pon = 2 units
T T

go into SLEEP mode. While waiting for the interference to
decrease, the radio incurs a backlog cost due to the packets
remaining in the buffer; this pressure will eventually force

0 ‘ S —— ‘ the radio to transmit. The tradeoff is now between power

‘ ‘ ‘ ‘ savings and backlog cost.

I ] In order to better highlight this core tradeoff, we make
/\W’I the following choices within the general model of section

Optimal Tx
Power (p*)
=
5

Optimal Tx
Power (p*)
=
S

Pon = 10 units I1l. First, we consider the i.i.d. case for the channel model:
20 T T T T T . . . .
x5 A a low interference state;j w.p. p;, and a high interference
g i 10 // \f/fﬁ\qjﬁ~”\; (in) s_tate wW.ppn. The probability of succes_sful transmissi_on
. . ‘ ‘ ‘ ‘ remainss(p,i) = p/(p + i). For the numerical examples in
¢ T eyy " this section, we usg; = p, = 1/2, unless stated otherwise.

The state now includes the backlag the batteryr, and
Fig. 6. Effect of P.,,. Optimal transmission power*, for transmitting one  the interference level. We now include in our control the
packet(b = 1), as a function of the battery reservesand the operating option of p = 0 (SLEEP mode), during which no operating
cost Pop to be on. ) cost (P,,,) is incurred. For a fair comparison with section V,
= we model the power and backlog costs similarly. As in the
previous section, the weight in front of the power-related
costs indicates how much we value power vs. packet delivery
and it strongly affects the optimal policy. The recursive
equations become as follows (notice the dependence on the

40

301

201

Optimal Tx
Power (p*)

10r

0

b time slotn):
40 T
25 % Ju(b,m,i) = min _ {W(p+ Ponlyso)
§§ 20 p=0,...,m—Pop
°% 100 +3(pa Z) Z plevelt]n+1(b -l,r—p- P0n1p>Oa 7:le'uel)
0 . . . . . . . level=l,h
0 50 100 150 200 250 300 350 400
pate +[1 - S(p)] Z plevelt]n—o—l(ba m™—p— Pon1p>07 ilevel)}
level=l,h
Fig. 7. Effect of bat_te_ry:r on the optimal policp*. Optimal transmission (11)
powerp* for transmittingb packets, as a function of battery reserves
The exact same tradeoff also explains the triangular shape In(0,7,i) = W, Jn(b,0,i) =b (12)
in Fig.7. As more batteryr is available, the choice gf*,
and thuss(p) and eventually number of slots) is less critical.
( (p) y ) J(b) = min J (b, 7o) (13)

Thus the triangular shape is more pronounced at the left side, o
where we run short of battery. In the bottom plot of Fig.7, we Fig. 8 shows the effect a,,, onp* to transmit one packet
show the case for multiple packets: the oscillations are |egfth 17 time slots left before termination. We observe that
pronounced and they have smaller period. This is becaugfen the channel interference is high, the optimal policy
we cannot be aggressive for the first packets as we havecyoses to not transmit and enters in SLEEP mode. When
save some battery for later packets as well. The fluctuatiopg channel interference is low, the shape of the optimal
again disappear as we move to the right (large amountﬂgncy shows similar dependencies df,, as in Fig. 6.
battery). When P,,, is low, we can afford to transmit frequently and
Understanding the structural properties of the optimal pglnsmit at lower power. Conversely, whé,, is high, we
icy is important in order to design practical heuristics. Prt,np-refer to transmit at high power only a few times. Unlike
liminary results have shown that heuristics mimicking thesge previous section, when the channel is good, transmission
structural properties, achieve near-optimal performance @wer increases with the battery reserves. This is due to
lower implementation complexity. the dependence on time in the DP formulation; the radio

spends more power to ensure successful transmission and
VI. SPECIAL CASE Il: CONTROLLING BOTH avoid backlog costs.

TRANSMISSION POWER AND SLEEP MODE This backlog pressure is better exemplified in Fig. 9. With

We now extend the previous section by controlling ndermination in 2 time slots, we must aggressively transmit
only the transmission power but also the operation mode avoid the cost of unsent packets. Unlike Fig.8, the radio
of the radio. For example, this might be useful when thieansmits even when interference is high.
channel interference is high; in order to avoid spending aThese trends are also apparent in Fig. 10. Again, the
large amount of operating power, the radio may choose dependence on time in the DP formulation affects the
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; ; ; ; ig. 11. Effect ofp; and p;, on the optimal policyOptimal transmission
optlmal pOIICy' When there is Only 1 paCket to transmit, thgowerp* for transmitting 1 packet with 2 time slots until termination,

radio aggressively transmits even when interference is highen the probability of each channel state is varied.

When there are 3 packets to transmit, the radio becomes even

more aggressive, because there are only 2 time slots left fob) The optimal policy of section VI. This is a channel

transmitting all 3 packets. When there are many time slots, ~ gware policy: we assume that the radio can probe the

the optimal policy is more relaxed: it avoids transmitting channel and has knowledge of the interference level.

when the channel is bad, even with a large number of packet) The commonly used “constant power’ benchmark.

In the buffer. It is channel unaware and uses the same power to
Fig. 11 shows the effect of the channel state probabilities,  transmit each packet, g0 = 7 /b.

pi and p,. When the probability of the state with low 4) Another commonly used benchmark is the policy

interference is high (e.go, = .75), the radio can use a that achieves constant signal-to-interference ratio (or
conservative transmission policy. When this probability is constant SIR). Because the constant SIR benchmark
lower (e.g.p; = .25), the radio must be more aggressive s channel aware, in order to make a fair comparison,

and take advantage of the low interference state to ensure e consider a constant power benchmark that uses
common high interference state. Fig. 11 shows these effects py constant SIR.
at two times slots before termination. When there are more . . . . .
. . We performed numerical simulations with the following
time slots to go, the same observations hold, but the backlo - .
. ) . setup. The channel was assumed i.i.d. with= p;, = 1/2.
pressure is lower; therefore, the radio can afford to enter1n - : o
: he initial buffer level wash = 10. We varied the initial
SLEEP mode when the channel is bad.
battery reservesr, and measured the average number of
successful packet transmissions achieved by each policy. For
VIl. COMPARISON OF TRANSMISSION POLICIES the same initial battery reserve, the larger the number of
_ ) ) ~successful transmitted packets, the better the performance
In this section, we compare the two optimal transmissiQsf the policy. Fig. 12 and Fig. 13 show the results of this
policies from sections V and VI, with each other as well agsomparison for two sets of interference levels.
with two benchmarks policies (constant power and constant;, Fig. 12, i /iy = 50. The channel unaware policy
signal-to-interference ratio). More specifically, the policiegperforms the constant power benchmark: it successfully
under comparison are the following: transmitting over twice the number of packets. Also, our
1) The optimal policy of section V. This policy is un-channel aware policy successfully transmits twice as many
aware of the channel interference level and is onlyackets as the constant SIR policy. The channel unaware
aware of the average interference. policy barely outperforms the SIR benchmark, because the



o Average Packets Successtuly Transmited on more extensive simulations and heuristics design. We
T e . hope that this approach will be useful for characterizing the
o non | performance limits of battery-constrained portable devices

Constant Power
and for designing and evaluating practical heuristics.
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